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ABSTRACT 

 

With the fast developing economy, industrial park construction and production processes, there is 

increase in the probable issues related to environmental pollution, especially air pollution accidents. Air 

pollution may be explained as the contamination of the atmosphere by gaseous, liquid, or solid wastes or 

by-products that can danger human health and welfare of plants and animals or produce undesirable 

odors. The air pollution monitoring has been emerged as a critical issue in developing countries such as 

India. Recently, in Delhi, AQI has crossed the bar of 1000, which may cause enormous breathing 

problems, cancer-like diseases and chronic respiratory conditions to the citizens of the country. Therefore, 

availing air pollutant concentration information in real time (monitoring) to citizens with handy tools like 

web and mobile interface help citizens to avoid any health hazards. Along with monitoring air pollutant 

concentration forecasting is an effective method of protecting public health by providing an early warning 

against harmful air pollutants. IoT has the potential to monitor air pollution by providing real-time 

updates related to sudden changes in the air quality. The main motive of this work is to develop complete 

air quality monitoring system for real time reporting of air pollutants using IoT, along with efficient 

method for prediction of such air pollutants from the historical data.  

Many efforts have been made to monitor air quality using IoT based technologies, still, the air 

quality monitoring system using IoT is an open research area because of the challenges of IoT discipline 

such as complex architecture, no standardization, less memory, power consumption, interfacing of 

sensors, reliable delivery and security. The proposed research work makes the use of light-weight 

protocol and compatible devices to transmit air quality parameters to the remote server without building 

or setting up complex network. There are various kinds of “Things” used in the proposed monitoring 

system that includes NodeMCU(controller), HiveMQ(cloud broker), Sensors, Python Script(Paho MQTT 

subscriber) and Android. These things coordinate with each other for the purpose of air quality parameter 

(temperature, humidity, Carbon Monoxide, PM 2.5 and PM 10) collection, transmission, storage and 

retrieval individually towards the implementation of the complete air quality monitoring system. The 

proposed research work represents the implementation of power consumption reduction scheme during 

sensing (reading) phase. Also we have proposed event based transmission method to reduce number of 

transmissions (messages) which further reduce power consumption.  Proposed system is implemented and 

tested with a variety of Quality of Service levels to confirm the reliability of the system under employed 

architecture. A customized web interface and mobile application are designed to represent updates of 

pollutants at different indoor and outdoor sites. The system also avails data logging in the data base for 

further analytics and prediction purpose. In this work, deep learning based framework is also proposed to 
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predict air quality parameters such as particulate matters (PM 2.5 and PM 10) and carbon monoxide(CO). 

Long short term memory(LSTM) neural network based model that processes sequences in both forward 

and backward direction to consider influence of time steps(observations) in both directions is employed. 

For further learning and to improve the prediction performance, the stacking of unidirectional layers is 

implemented. The performance of the model is optimized by fine-tuning of various hyperparameters like 

epochs, regularization techniques for overfitting resolution, and various merging options for the 

bidirectional input layer. The proposed model achieves good optimization and performs better than a 

simple LSTM and RNN based model. Moreover, attention-based mechanism is adopted to focus on 

timesteps that are more significant for prediction purpose. The addition of self-attention mechanism 

improves the performance further and works well for longer sequences and extended time horizons also. 

Experiments are conducted using the recently collected real-world data and results are evaluated using 

mean square error(MSE) loss function metric. 
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INTRODUCTION 

 

This chapter briefly introduces about the air pollutions and hazardous effect of it. It also tells the motive 

behind this work, the problem statement and what are the research contributions of this work.  

1.1 Air Pollution and Hazardous Effects 

In the era of a new industrial revolution widely known as Industry 4.0, the internet of things, big data, and 

artificial intelligence have empowered a variety of industrial sectors and started focusing heavily on areas 

such as Smart Agriculture, Smart Transportation, Smart Environmental Monitoring, Smart Manufacturing 

and many more. Such industrial sectors have revamped the practices of tradition industries by facilitating 

24 * 7 interconnectivity, automation, real-time data analytics, and IoT based predictive maintenance. 

However, along with the latest advancements and innovations in the new phase of the industrial 

revolution, air pollution has emerged as one of the major concerns of the 21st century. With the fast-

developing economy, an increase in industrial park construction, and production processes, air quality 

monitoring has become an alarming issue for all the industrial sectors and society. For this purpose, a 

rigorous analysis of existing systems was undertaken to identify and mitigate research gaps. Existing 

research works did not focus on power consumption optimization and also neglects to assess the 

performance of the system at a variety of quality of service levels. In this study, a complete air quality 

framework has been proposed to monitor and reduce the impacts of air pollution including power 

consumption reduction, and have also done reliability assessment at the variety of service levels in indoor 

and outdoor environments. In general, air pollution can be described as the contamination of the 

surrounding atmosphere by various gaseous, liquid and solid wastages which can cause enormous effects 

on human health, the welfare of plants and animals across the globe [1]. These air pollutants have the 

capability to create innumerable health risks in the form of various health diseases such as sinusitis, 

asthma, allergic, organic dust toxic syndrome, nasal irritation, central nervous system symptoms, deice 

and many more. According to the reports of [2], household air pollution and outdoor air pollution had 

resulted in 4.3 million and 3.7 million pollution-related deaths. It can be observed that the majority of 

indoor and outdoor pollution-related deaths occurred due to heart, lung and respiratory diseases [9,11]. 

The WHO report [2] also suggests that near about 91% of the world’s population lives in places where air 

quality levels have exceeded WHO prescribed limits. The air pollution index(AQI) monitoring has 

emerged as a critical issue in developing countries such as India. Recently, in Delhi, AQI has crossed the 

bar of 1000, which may cause enormous breathing problems, cancer-like diseases and chronic respiratory 
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conditions to the citizens of the country. WHO report [2,5] also indicates that more deaths have happened 

due to pollution-related issues rather than road accidents in the last decade. 

Such air pollution-related issues have arisen due to rapid urbanization, enormous population 

growth and the shortfall in the availability of the required infrastructure, and a lack of pre-defined health 

framework for air quality monitoring [3,4]. According to [5], a significant concern for air pollution is the 

presence of a high concentration of particulate matter in the surrounding atmosphere. Furthermore, 

incomplete coal combustion and vehicle emission can cause detrimental effects on human health because 

they release fine particulate matter (PM2.5) directly to the atmosphere. PM2.5 can cause harmful 

biological effects to various human organs such as lungs, a nervous system [6,10], and the outermost 

layer of skin [7]. Carbon monoxide (CO) present in the atmosphere is responsible for an enormous 

proportion of the poisonings and life losses, reported all around the globe [12].  In various cases, Carbon 

monoxide level increases to a level that causes coma and even deaths sometimes [13].  

1.2 Motivation for This Work 

 Air pollution has been a critical concern of the 21st century. IoT technologies have the potential to 

monitor air pollution by providing real-time updates related to sudden changes in air quality [8]. Many 

efforts have been made to monitor air quality using IoT based technologies, still, the air quality 

monitoring system using IoT is an open research area because of the challenges of IoT discipline such as 

complex architecture, no standardization, less memory, power consumption, interfacing of sensors, 

reliable delivery and security.  

 Confirming to the smart city context air quality monitoring and real time reporting with handy 

tools like mobile application can help in avoiding health hazards and providing ease of life in 

urban area.   

 The historically data(logged) can assist in identifying characteristics, seasonal patterns, sources of 

pollution, distribution of pollutants at various region (intra and intercity) of air pollutants.   

 Forecasting helps user in providing early warning about the pollutants. The development of 

accurate air quality (air pollution) parameter forecasting model or system in urban areas can help 

people in avoiding health hazards by the decision making of cancelling to be outdoor or to visit 

certain critical places.  

 Also, the forecasting results inform government agencies to execute traffic control or any such 

policy implementation looking at the critical levels of air pollution in the future. 
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1.3 Problem Statement, Objectives, Research Contributions  

1.3.1 Problem Statement 

• To build IOT based system that collects air quality parameters from any remote resource constrained 

site, process and transmits the observation in real time to the server by addressing various issues of 

IOT architecture, sensor interfacing, reliable delivery and power consumption.  

• To process, store and avail visualization of the observed parameters and do the prediction using deep 

learning from the available historical observation data. 

1.3.2 Objectives 

 To identify critical air quality parameters and prepare IoT based smart node that comprises of 

parameter specific sensors, interfaced to the processing board by keeping in consideration of the 

economical aspect.  

 To design or develop some strategy for power consumption optimization for increasing the 

battery lasting period of smart node. 

 To standardize the IoT layered architecture and propose the complete framework with for 

monitoring (processing, transmission, logging and providing GUI) of identified air quality 

parameters from the resource constrained remote site.  

 To test the system performance over parameters like throughput and reliability. 

 To design methodology or model based on deep learning for forecasting/predicting air quality 

parameters from the logged historical parameters. 

 To transform raw data collected in to the form suitable for such prediction model and test the 

system performance for prediction accuracy. Also design strategy to improve performance 

further.    

 1.3.3 Research Contributions 

1. IoT based systems suffers from challenges like no standardization and complex architecture 

design. In proposed work we standardize the layered architecture provide the framework starting 

from collection (at deployment sites) to logging and representation of the air quality parameters 

on different platforms such as web and mobile interface at the same time by providing semantic 

interoperability and data harmonization between various objects. The underlying architecture is 

benefited with following unique features. 
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• No relaying nodes (i.e in case of zigbee based implementation) or network setup required. 

• System is implemented with broker based architecture and cloud broker HiveMQ is utilized for 

MQTT communication protocol implementation rather any local broker. So, system can be scaled 

easily. 

• System implements authentication of publisher or subscriber node at broker during registration 

phase by use of unique ClientID. 

• System implements integrity check while reading parameters from sensors to avoid any physical 

level sensing error. 

2. Power consumption is one of the major challenges for the IoT based monitoring system because 

of the battery operated nodes deployment at the resource constrained sites. In proposed research 

work we provide power consumption optimization scheme. The sensing operation of the smart 

node is divided in five phases. The scheme utilizes sleep mode of the controller and particulate 

matter sensor with the help of customized hardware design for power saving during sampling 

period. The proposed scheme is able to reduce the power consumption almost 54% per sampling 

period and battery lasting period is increased 1.8 times as exhibited in experiment. 

3. Average power usage of smart node relies on number of measurements taken periodically and the 

number of transmission of measured data. Proposed system also experimented with novel event 

based transmission to reduce overall transmission and ultimately reduction in power 

consumption. The aperiodic transmission scheme, updates receiver (transmits data) only if 

significant change in current (recent) measurement is observed compared to the last N 

measurement.   Under the employed scheme with the set threshold criterion the transmissions are 

reduced from 240 to 64 (on an average) over 6 hour’s transmission. Also the scheme takes care of 

the no reporting for longer period to balance the tradeoff between number of transmission and 

tolerance of parameter changes for reporting. 

4. IoT based ecosystem such as air quality monitoring systems are transporting real-time updates to 

the remote server. In such real time system reliable delivery of the messages to the subscribers is 

very important. Reliable delivery or accuracy is one of the metrics representing Quality of 

Service provided by system. Thus implementation of QoS adds value to such diverse system by 

providing performance, visibility and usability of the services offered. Many few efforts have 

been attempted to implement and assess performance of implemented system under complex 

architecture design. We have implemented and tested the system with two QoS levels scheme. 

QoS level 0 is fire and forgets kind of communication where the publisher sends the message and 
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never checks for the delivery of the message at the destination. QoS level 1 guarantees MQTT 

packet delivery at least once. Even though subscriber temporary unavailable due to low 

bandwidth or other issues, it will get the published messages from broker once the subscriber is 

UP(available) again. Under employed architecture with QoS level 0 also we are able to achieve 

98% accuracy. QoS level 1 increase the accuracy performance at the cost of increased end to end 

delay. 

5. RNN is widely used approach for time series prediction due to the backpropogation with time 

algorithm usage for learning. We perform the timestep based moving window training and 

predicted the future timestep value three parameters CO, PM 2.5 and PM 10 using tensorflow 

backend and keras. RNN suffers from vanishing gradient problem as the sequence sample size 

increases which also can be observed in the performance evaluation.  

6. To overcome the problem and further minimize the loss function (increase performance) for 

longer sequences, we use simple LSTM and stacking with forward LSTM +backward LSTM 

based model. The model is checked with four merge modes and the prediction performance is 

further improved with the applied model. The proposed approach outperforms both RNN and 

Simple LSTM based prediction. 

7. LSTM based cascaded model improves the performance but found to be suffering from over 

fitting. To overcome the issue, we experimented the model with two regularization techniques 

and found good performance with dropout based technique. The model is also fine-tuned by 

proper hyperparameter setting to improve the performance. We applied dropout layers in the 

model between hidden layers. Adding dropout layers make the model dynamic by changing the 

number of LSTM cells while backpropogation is applied for particular batch. We tested the 

model with varying dropout values and found good convergence for validation data at 0.3 dropout 

value. The final loss for validation also found to be further minimized and stabilized at around 

300 epochs. 

8. Attention-based mechanism is adopted to focus on timesteps that are more significant for 

prediction purpose. The addition of self-attention mechanism improves the performance further 

and works well for longer sequences and extended time horizons also. The applied self-attention 

mechanism is also one of the first attempts to the best of our knowledge, in the field of sequence 

to sequence air quality prediction.  
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2. LITERATURE STUDY 
 

 

To address the issue of air pollution, the internet of things has emerged as one of the critical technologies 

in the development of smart cities. In developing countries such as India, the government has also utilized 

the Internet of Things framework to provide various public sector services to the citizens. IoT has the 

capability to facilitate interrelated machines/devices embedded with a variety of sensors to send or receive 

data with each other using device identification without active human interaction. Advancements in the 

area of IoT have changed the lives of human beings by bringing smart concepts [14-17] such as smart 

healthcare, smart environment, smart city and many more.  

2.1. Air quality monitoring system reviewed  

Many researchers are actively involved in the environmental monitoring field due to their concern to the 

critical problem. Li et al. have investigated a method of analysing hourly monitoring data produced by 71 

fixed monitoring stations distributed over Taiwan using neural networks [18]. The conducted study lacked 

an air quality framework for air pollution data collection and monitoring.  Reisinger et al. have described 

a differential optical absorption spectroscopy (DOAS)-based instrument for measuring air pollutants [19]. 

The sensors utilized in this approach have a very long optical path around 100 m to 20 km at an interval 

of 20 minutes. Richards et al. have designed a high-throughput sensor network to address the issue of 

real-time urban air pollution monitoring using GUSTO sensor technology [20]. Their system had 

measured a variety of pollutants accurately in the form of ppb (part per billion Levels) at short intervals of 

2s.  The proposed approach was an enhancement of the DOAS based project of Reisinger et al. team. 

DOAS and GUSTO based projects have used a wired network of optical sensors. The complete setup of 

the proposed systems was based on wired infrastructure due to the unavailability of technologies such as 

wireless sensor networks and the internet of things.  

    With the advancements in the field of wireless sensor networks, sensing technology and internet of 

things, fellow researchers have attempted many researches to implement air quality monitoring systems to 

measure various air quality parameters. Al-Haija et al. and Kularatna et al. have presented the 

microcontroller-based system using general-purpose gas sensors [21, 22]. The experiments were 

conducted at the home premises in Vadodara India. However, the system did not facilitate to report the 

monitoring results in near real-time. Al-ali et al. and Devarakonda et al. have implemented and tested the 

distributed pollution monitoring system using the GPRS public network [23, 24]. The pollution data from 

various mobile sensor arrays were transmitted to a central local server. SocialCops is a data intelligence 
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company located in India which has developed a project to measure air pollution in Delhi. This project 

module comprises of sensors, GPS shield and GPRS shield. In this approach, data is transmitted with 

GPRS network [25]. As per the recent trends, GPRS technology is considered outdated technology due to 

the latest advancements. Abraham et al., 2014 have developed a system that measures indoor levels of 

CO, Ozone and CO2 using the ZigBee mesh network [26]. However, they did not conduct any 

experiments in outdoor environments. Kumar et al., Ferdoush et al., Baccol et al. and Morawska et al. 

have reported a monitoring system of air pollution parameters [27-30]. In all the proposed approaches, 

Zigbee modules have been implemented to establish communication. ZigBee modules possess a 

limitation of distance in the case of relaying packets. The implementation of ZigBee technology requires a 

higher number of ZigBee nodes to relay the data over a longer distance. The proposed solution is also a 

costly alternative. Sharma et al. have developed a gas sensor based embedded system. In this approach, 

the CNT gas sensor was developed and the MSP430 controller was used to detect ammonia but they did 

not deploy any data transmission methods [31]. Tiwari et al. have developed a system for monitoring 

methane, temperature and humidity using Raspberry Pi, which communicates the received data to the 

local web server [32]. This approach was implemented at Bits Pilani research lab in India. Marques et al. 

have developed an air quality monitoring system for ambient assisted living. The system was designed to 

monitor LPG propane gas using MQ6 sensor connected to the local system (laptop) for data transmission 

[33]. Hong-di et al. have presented a methodology to predict PM2.5 with the available data from the 

surrounding monitoring stations [34]. The proposed approach did not consider direct measurements of air 

quality parameters. A wireless mobile air pollution monitoring application was designed by Dhingra et al. 

and Huang et al. [35-37]. They used cloud-based services in acquiring the data in a cost-effective manner 

using low-cost sensors. However, the system was not tested in indoor and outdoor environments to check 

its reliability and accuracy. In this approach, generic air quality sensors were used instead of specialized 

sensors, which can directly measure pollutant parameters such as PM2.5 and PM10 and provide more 

insights about AQI. In developing countries such as India, government is running the National Air 

Quality Monitoring Program [38]. Program is handling a network of 779 fixed stations. The government 

of India is funding projects related to air quality pollution looking at the alarming situations in metro 

cities. However, the program has failed to reach to urban and suburban areas. So there is an immediate 

need to establishing a complete air quality framework to monitor air pollution 

2.2. Air quality parameters prediction system reviewed    

Numerous air quality prediction methodologies have been presented by researchers, which can be 

classified into categories like statistical methods, machine learning based approaches and recently, the 

deep learning based approaches. Statistics based approach comprises principal component analysis(PCA), 
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Coefficient analysis, linear as well non-linear regression based model [39,44,41] and interpolation based 

[40] implementations. These methods suffer due to lack of ability to model non-linear as well as 

multivariate types of data. Machine learning based approach comprises fuzzy methods [45, 46], genetic 

algorithm [42] and support vector [43, 46] based implementations. 

Recent development in deep learning based forecasting approaches have shown very good prediction 

accuracy, outperforming the statistics and machine learning based methods in various domains. Deep 

learning methods include recurrent neural network (RNN) and Long Short Term Memory (LSTM) based 

neural network model [47,48]. LSTM network performed better compared to RNN due to the gated cell 

based mechanisms in LSTM unit [48,49]. LSTM based fully connected network was utilized to predict 

particulate matter concentration at targeted stations [50,51] by the researchers. Authors [52] predicted air 

pollution parameters with a combination of CNN and LSTM based networks to further improve the 

efficiency of a simple LSTM based network model. Thanongsak xayasouk and team [53] predicted air 

quality using deep auto encoder and LSTM based model. Authors fine-tuned the performance by 

hyperparameter setting and compared the performance using two approaches.PM2.5 predictions by 

combining convolution networks and bidirectional GRU (gated recurrent unit) network over particulate 

matter data of Beijing city carried out to enhance the performance of simple GRU [54]. Authors [55] used 

bi-directional LSTM network for air pollution severity category prediction. The bi-directional approach 

learns features in both forward and backward directions to improve the LSTM performance further. 

Weitian Tong and his team [56] used bidirectional LSTM for spatiotemporal interpolation of particulate 

matter PM2.5 concentrations. The model focused both spatial and temporal factors. So LSTM based 

approach is one of the popular choice in air quality parameter prediction. Some attempts also made to 

further improve the performance of LSTM based model as discussed. 

LSTM based bi-directional deep learning network model that takes the advantage of both forward and 

backward direction time step observation in learning during training is applied in the proposed work. The 

observed data are modeled into sequences and a sliding window based approach for transformation of 

training data in to supervised data is used. The model can predict the next time step value for air quality 

parameters from the given test sequence. In the field of air quality prediction, one such approach of using 

bidirectional LSTM [55] is available but the work is done for label classification where label is various 

severity category rather than actual value prediction. The performance of such bi-directional LSTM is 

heavily influenced by the way forward and backward layer output are merged. In proposed work, the 

model is tested with various merging functions(options) to optimize the performance. Moreover, the 

model is using further stacking above the input bidirectional learning to improve the performance of air 
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quality parameter prediction. To our best knowledge, such approach is novel in the field of sequence to 

sequence (moving window) based prediction for air quality or air pollution timeseries (data) parameters.  
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3. PROPOSED WORK  

 

3.1 Implementation of IoT based air quality monitoring system  

3.1.1 Details of a controller and sensing units 

ESP8266 12E/NodeMCU controller   

ESP8266 12E/NodeMCU is an open-source cost-effective IoT development platform. This module is 

equipped with a 32-bit microcontroller with 4MB memory for storing sensing programs. The 

“NodeMCU” requires 3.3V power supply. There are plenty of IoT development boards/processing units 

are available, selection of processing unit affected by inherent constraint of application domain and 

budget. Cost is very important aspect considering vast deployment of sensor monitors needed in air 

quality monitoring system. Arduino and ESP8266 12E/NodeMCU are most economic options. However, 

both processing units contain microcontroller and comparatively less processing memory than other 

alternatives. In our application sensing nodes do not involve any edge computing (analytics at data origin) 

task which demand for more processing power. The task of sensor node is to read sensor data at employed 

frequency and transmit over IEEE 802.11.  

SDS021 particulate matter sensor 

The module gives output using the UART protocol with a bit rate of 9600 bits/second. Detection range is 

0.0-999.9 μg /m3. The sensor works at 5V operating voltage. 

ZE07-CO carbon monoxide(CO) sensor 

ZE07-CO module depends on an electrochemical principle to measure the Carbon Monoxide. The sensor 

works at 5~12 V with the 9600-bit rate for UART output which measures in the range 0-500 ppm.  

DHT22 temperature and humidity sensor 

DHT22 is a low-cost digital temperature and humidity sensor. The sensor gives measured value as an 

output (in the form of a calibrated digital signal on the data pin).  
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3.1.2 Layered architecture of IoT based monitoring system 

The layered architecture of system has been classified into five layers. Figure 1 shows the topology 

design of the proposed system, and figure 2 represents the detailed circuit design of the interfacing of 

sensors with a controller ESP8266 12E. 

 Physical sensing layer - The physical sensing layer consists of a variety of modules such as 

SDS021 Particulate Matter Sensor, ZE07-CO carbon monoxide sensor and DTH22. These sensor 

modules are capable of measuring air quality parameters such as PM10, PM2.5 CO, temperature, and 

humidity. These sensor modules are connected to a microcontroller ESP8266 12E. The microcontroller is 

equipped with IEEE 802.11 and TCP/IP stack. The data available from sensor in UART data frame is 

converted to text value. 

 Communication and Networking layer - The Wi-Fi access point is essential for the 

transmission of sensor data using Message Queue Telemetry Transport (application layer protocol) over 

internet (with underlying network protocol-TCP). The measured parameters’ values are converted to 

MQTT messages. 

 Cloud service layer - Controller, along with the equipped sensors, forms a smart node that can 

be identified as mqtt publisher. Publisher (smart node) publishes the air quality data from an individual 

sensing site to MQTT broker with topics specific to air pollutant parameters. This layer is also responsible 

device authentication based on unique clientID provided by node during initialization process utilizing the 

ClientID field of MQTT message field. Data available from mqtt messages are stored in topic value 

hierarchy at broker. 

 Data processing layer - This layer is responsible for fetching data from cloud broker, process 

raw data of messages and store data in format compatible with application layer requirement and suited 

for further analysis.  MQTT subscriber is deployed on a server that is responsible for fetching observed 

data of a remote site available at broker. Data received from broker is handed over for rendering to 

graphical user interface and stored in a database for analytics.  

 Application layer - The application layer provides real-time air quality monitoring updates via 

web and mobile GUI interfaces. 
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Fig. 1. Topology design 

 

Fig. 2. Detailed circuit design of sensor interfacing 

 

3.1.3. Detailed working flow of IoT based air quality monitoring system 

Figure 3 shows detailed working flow of the system. Publish-subscribe pattern requires a message broker 

in between a publisher and a subscriber in MQTT protocol. HIVEMQ cloud broker is used as a public 

cloud broker. MQTT publisher is implemented on NodeMCU, which sends sensor data in the form of 

MQTT messages to an HIVEMQ cloud broker. Data acquisition at a server (MQTT subscriber) has been 

implemented using python language packages “paho-mqtt” and “paho.mqtt.client”. Moreover, the sensing 
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layer is programmed using the Arduino IDE, which is responsible for reading data from the sensors using 

API calls designed for air quality monitoring system.  

 

Fig. 3. Detailed workflow of IoT based air quality monitoring system 

 

3.1.4. Power consumption optimization scheme implementation  

Power usage has been optimized by switching to a sleep mode at appropriate intervals instead of hardware 

optimization. In sleep mode, device draws very less power compared to an active mode. ESP8266 12E 

controller facilitates three types of sleep modes: modem, light and deep-sleep. In a light-sleep mode, the 

controller draws around 0.9 mA compared to 120 mA in an active mode. So, to achieve power 

consumption optimization, controller has been switched to a light sleep mode as and when it is not 

acquiring data from the sensors. While the controller is reading data from the sensors, the RF transceiver 

is kept on an idle mode to reduce the power consumption. As shown in Figure 2, particulate matter sensor 

module SDS021 and CO sensor module ZE07C0 will be connected to [vin] of a controller. [Vin] is the 

direct output from the supply source, which provides power back up to an Esp826612E controller. 

Whenever a controller is in a light sleep mode, [vin] supply will not remain idle and it will supply the 

necessary power to connected sensors. In general, it is essential to keep the CO sensor in the active mode 

most of the time because it requires a 3-minute warm-up time whenever it will be switched on and off. So 

it is not advisable to switch-off the CO sensor during the communication phase. On the contrary, it is 

possible to power down particulate matter sensor module SDS021 by switching it to a sleep mode.  

The sensing operation of the system can be divided in five phases as shown in Table 1. Initially, 

system will remain in the P1 phase where controller will switch into a light sleep mode for the duration of 
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60 seconds. At this stage, SDS021 sensor module will remain in a hibernation mode and DHT22 sensor 

module will remain in a sleep mode. After the expiration of a timer, a controller will switch into an active 

mode from a light sleep mode. Whenever a proposed system will enter into the p2 phase, DHT22 sensor 

module will wait for 10 seconds for stabilization and recording of temperature and humidity data. In the 

case of p3 phase, a controller will activate the SDS021 sensor module. It will record particulate matter 

data for the duration of 10 seconds and switch into a sleep mode. After recording CO data, the proposed 

system will enter into the P5 phase from the p4 phase. Eventually, a publisher turns on transceiver and 

transmits the gathered data using MQTT messages. 

Phases controller DHT22 SDS021 ZE07CO Wi-Fi 

P1 light sleep Power down sleep active OFF 

P2 active active sleep Active OFF 

P3 active active active Active OFF 

P4 active active sleep Active OFF 

P5 active active sleep Active ON 

Table 1. Sensing cycle phases for various components of sensing unit during parameter reading 

3.1.5. Event based transmission towards power usage reduction 

Average power usage of smart node relies on number of measurements taken periodically and the number 

of transmission of measured data. As shown in table 1 the transceiver is kept off and only activated when 

transmission occurs. Power consumption can still be reduced if number of transmissions are reduced, in 

addition to the power optimization scheme implemented. The aperiodic transmission scheme, updates 

receiver only if significant change in curren measurement is observed compared to the last or previous 

measurement. The well-known techniques include send on delta (SoD)[57], send on area(SoA)[58] and 

Send on prediction(SoP)[59]. SoD technique updates the measurement when difference between current 

measurement and previous one reaches a set threshold. In SoA the condition is to transmit when integral 

of the difference between recent and previous measurement over the interval reaches the set threshold. 

SoP calculates prediction value based on few previous terms (measured values) and difference between 

prediction and current value is utilized for transmission decision.  

                            | 𝑋𝑡
̅̅ ̅ − 𝑋𝑡−1

̅̅ ̅̅ ̅̅  | >  𝛿 𝑋𝑡−1
̅̅ ̅̅ ̅̅                                                                                    (1)                       

Where,  𝑋𝑡
̅̅ ̅ =

∑ 𝑋𝑘
𝑘=𝑡
𝑘=𝑡−(𝑁−1)

𝑁
    and  𝑋𝑡−1

̅̅ ̅̅ ̅̅ =
∑ 𝑋𝑘

𝑘=𝑡−1
𝑘=𝑡−(𝑁−1)

𝑁−1
 

Proposed system also experimented with event based transmission to reduce overall transmission 

and ultimately reduction in power consumption. Event based transmission scheme uses condition given in 
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equation 1 for transmission decision. If the condition is satisfied transmission takes place otherwise not. 

Here 𝑋𝑡
̅̅ ̅ is the average of last N measurement including the latest measurement at time t and 𝑋𝑡−1

̅̅ ̅̅ ̅̅  is the 

average of previous N-1 measurement till time step t-1(excluding the recent measurement). If the change 

in the average due to recent measurement is more than δ percent than change is considered significant and 

transmission takes place. If any of the CO, PM 2.5 and PM 10 follows the given condition than the 

MQTT message is transmitted otherwise message transmission is skipped. It is possible that gradual and 

steady increase in measurement, never (or for longer period of time) makes the condition in equation 1 to 

be true. In that case the measurement not reported to receiver for very longer period of time. To avoid 

such scenario, we added one more condition, that is continuous nine transmission skipping will trigger 

one transmission on tenth measurement.  

3.1.6. Quality of Service  

IoT based ecosystem such as air quality monitoring systems are transporting real-time parameters and 

updates to the remote server. Such system can also provide threshold based notifications based on 

received data. In such real time system reliable delivery of the messages to the subscribers is very 

important parameter. Reliable delivery or accuracy is one of the metrics representing Quality of Service 

provided by system. Thus implementation of QoS adds value to such diverse system by providing 

performance, visibility and usability of the services offered. Many few efforts have been attempted to 

implement and assess performance of implemented system under complex architecture design. There are 

three levels of QoS in MQTT. Level 0 is least reliable communication out of the three levels. It is fire and 

forgets kind of communication where the publisher sends the message and never checks for the delivery 

of the message at the destination. In QoS level 1 publisher keeps the message until the acknowledgment 

using the PUBACK message from the broker. The publisher publishes the message again if PUBACK is 

not received from a subscriber. QoS level 2 ensure exactly one-time message delivery at the subscriber. 

At this point, a sender and a receiver will use various message identifiers for the synchronization of 

delivery. A publisher sends the message again with a duplicate flag if PUBREC is not acknowledged.  

3.2 Implementation of air quality parameter prediction using deep 

learning  

3.2.1 Proposed LSTM based Neural Network (bidirectional and stacking) 

Model 



20 
 

 

Fig. 4. Proposed LSTM based model 

 

Authors[60] proposed a bidirectional recurrent neural network first time, which works on sequences in 

two directions forward as well backward. Forward pass and backward pass handled by separate RNN 

layer. Bidirectional Long Short Term Memory network was proposed in the year 2005[61] in the field of 

signal processing. It connects two separate layers (forward and backward processing) to the same 

output(merge) layer. The approach proved to perform well than unidirectional [61,62]. In our proposed 

model for training, two sequences are processed as shown in figure 4. The forward pass layer outputs 

sequence h iteratively which is calculated using inputs in forwarding direction T-1 to T+1. The backward 

pass layer outputs vector h’ iteratively which is calculated using inputs in reverse directionT+1 to T-1. 

Both the forward and backward layer outputs are calculated by equations used for standard LSTM unit.  

The input vector to next layer is generated using merge function. The Merge function uses output of 

respective time step from LSTM cell in forward and backward layer as shown in figure 4.  

 Various researches [63-65] have presented that deep neural network building by progressively 

stacking recurrent layers on top of each other works more effectively. The approach lets the hidden state 

at every level to work at different timescale and every layer provides its own abstraction level. The 

proposed model implements deep LSTM architectures where several stacked unidirectional LSTM layers 
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are added on top of each other. Output of one such layer is given as input to the next layer. The bottom 

layer in the proposed training model utilizes forward and backward pass for learning the features in given 

sequences. The top layers of the model utilize the learned features from the bottom layer for further 

learning. The number of layers to be stacked which gives optimum result is one of the hyperparameter 

and decided through experiments. The proposed training model with forward and backward layer as first 

layer with further unidirectional stacking as shown in figure 4 will be referred as the FBLSTM the model 

now onwards in the paper. 

3.2.2 Data Preparation  

For the purpose of developing a model for prediction of time series data of pollutants collected, 

we need to transform the time series data into suitable data structure for supervised learning. The 

approach [66] used is relying on a prediction methodology that models many to many mapping of inputs 

to outputs by keeping the stochastic interdependencies of time series events. It consists of predicting the 

next k values as per the below equation 2. 

𝑃(𝑥𝑡 , … . . 𝑥𝑡−𝑙+1) = (𝑥𝑡+𝑘 , … . , 𝑥𝑡+1)                                                                                                         (2) 

Where l indicates the number of past observations utilized for prediction of k next events and t ∈ {l, …. 

n − k}. The right-hand side of the equation is indicating observation included in the target or output 

window and k is representing the size of the output window. The left-hand side of the equation is 

representing observations included in input window with size l. Moving window or sliding window 

method employed by partitioning the time series observations of pollutants of length n in to sample 

sequences of length [input window (l) + output window (k)]. So overall there are total [n-(input window 

size +output window size) +1] such samples in sample space Output window is kept of size one, so only 

the next time step is predicted in experiments and input window size l is kept to be 60.  

3.2.3 Data preprocessing and metrics 

During data pre-processing normalization of time series data is performed using linear scaling given with 

equation 3. The linear scaling method transforms the observations into a new interval defined by lower 

bound (lb) and upper bound (ub). The new transformed pollutant time series data lies in the range [0,1].  

𝑋𝑖_𝑛𝑒𝑤 = 𝑙𝑏 +
𝑋𝑖− 𝑀𝐼𝑁(𝑋)

𝑀𝐴𝑋(𝑋)−𝑀𝐼𝑁(𝑋)
∗ (𝑢𝑏 − 𝑙𝑏)                                                                                                            (3) 

Transformed training data is modelled into supervised learning data as discussed in the data 

preparation subsection. There are various evaluation metrics MAPE, MSE and RMSE available that can 

be used in performance evaluation of the prediction model. Mean Square Error (MSE) is used as an 
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evaluation metric (MSE loss function in Keras) in the experiments conducted that can be defined as per 

equation 4, where Xpred_i is  the predicted value and Xactual_i is the actual value of the ith air quality 

parameter observation. 

𝑀𝑆𝐸 =
1

𝑛
∑ (Xpred_i − Xactual_i)

2
𝑛

𝑛=1
                                                                                                                  (4) 

 

3.2.4 Attention mechanism 

Attention mechanism in neural network lets the training model to give more importance to the features 

that are having more influence on output. Self attention is applied on the input timestep vector of the 

RNN layer to focus more on important timestep values [67,68]. Self attention mechanism assigns some 

weight to the each input sample according to its importance or influence on output. Self attention is 

proven to improve the performance of the neural network [67-69]. Self attention is applied in the model 

shown in figure 2 and experiments are carried out to check the effect on learning with different 

dimensions, discussed later in the result section. Output vector V ={V1, V2, V3, …, Vt } of the last 

unidirectional hidden layer in LSTM stacking is given as input to the attention mechanism or attention 

layer. Self attention mechanism assigns the weight αi to each of the Vi based on the importance to output 

as per equations 5 and 6.  

𝛼𝑖 =
exp (𝑒𝑖)

∑ exp (𝑒𝑖)𝑡
𝑖=1

                                                                                                                             (5) 

𝑒𝑖 = 𝑓𝑢𝑛(𝑊𝑖,𝑉𝑖 )                                                                                                                           (6) 

Here Wi is the weight applied during training for each timestep Vi in LSTM based learning 

through back propagation with time and fun is the function applied for calculation of ei which is tanh 

function in experiments. Softmax in Keras is used for self attention which calculates the normalized 

weight αi  as per the equation 5. Sofmax function takes care that addition of all the weights(αi) is one. The 

final Context vector output from the self attention layer is V ‘={V’1, V’2, V’3, …, V’t } where V’i  can be 

obtained as per equation 7. 

𝑉′𝑖 = 𝛼𝑖 ∗  𝑉𝑖                                                                                                                                 (7) 
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4. TESTING AND RESULT ANALYSIS 

 

In order to make sure that we achieved our goal, we performed extensive testing of our all the proposed 

approaches. This chapter shows result analysis carried out to see the fruitfulness of our research work. 

4.1 Results and discussion of IoT based air quality monitoring 

system  

4.1.1 Visualization and data analytics 

The installation and testing of the proposed system done at indoor and outdoor sites. The indoor site 

experiments were conducted at the home (site 2), and outdoor experiments were done at Bhavnagar, India 

(site 1). In the conducted experiments, HiveMQ MQTT broker was used. MQTT messages were 

published with QoS levels 0 and 1. Figure 5 depicts the real-time graphical user interface of the observed 

data received by MQTT subscriber from smart node deployed at outdoor site. Real time graphs of sensor 

data implemented using “matplotlib” library inside MQTT subscriber script using python. As shown in 

Figure 5, obtained results display observed data of CO, PM2.5 and PM10. Observation has been received 

at interval of 60 seconds and displayed by updating every one-hour sliding window. Along with real time 

graph rendering of observation parameters MQTT subscriber fetches readings from the sensing units and 

also stores these data in MYSQL for analysis, however it can be stored in any database of choice.  

 

                                            (a)                                                                                            (b) 

Fig. 5. Some snaps of GUI cum graphs generated for live monitoring of air quality parameters at home rooftop (site 

1: outdoor) per one-hour sliding window (a) CO (b) PM 2.5 

Figure 6(a) shows distribution and comparison of observed pollutants based on the data collection 

of day time for indoor and outdoor deployments. PM2.5 values vary in the range of 23 to 51 μg /m3 with 
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the median of 35, PM10 varies in range 98 to a maximum value of 126 μg /m3 with observed median of 

110. The maximum observed value of CO at site 1(outdoor) is 3.15 ppm. The obtained readings are 

recorded and analyzed for 6 hours for site 1(outdoor) and site 2(indoor). From the obtained results of site 

1, it is observed that the temperature is varying in the range of 32.5◦C to 34.8◦C, and humidity is varying 

in the range of 24.1 % to 31.1 %. In the case of site 2(indoor), median values for CO, PM10, and PM 2.5 

are recorded around 0.38 ppm, 80 μg /m3 and 24μg /m3 respectively. During day-time, the maximum 

value of PM10 has been recorded is 102 μg /m3 for site 2(indoor), which is 23% lesser compared to 

maximum value recorded at site1. Figure 6(b) and Figure 6(c) show the observed data of Particulate 

matter 10, 2.5 and CO during day time for outdoor and indoor deployments. They also depict the 

differences in the air quality level between both the sites. It can be observed that the indoor environment 

site (site 2) is less polluted compared to the outdoor site (site 1). Moreover, the observation of site 

1(outdoor) also indicates that it has recorded a higher concentration of PM2.5, PM10 and CO air 

pollutants during mid-day. The observations of site 1 also pinpoints that the recorded value of parameters 

PM10 and PM2.5 have fluctuated around 110 and 35, respectively.  

 

                                                (a)                                                                                             (b) 

 

       (c) 

Fig. 6.(a) distribution comparison of observed Parameters (b) observation of PM2.5, PM10 and CO at rooftop during 

day time (site 1: outdoor) (c) observation of PM2.5, PM10 and CO at home during day time (site 2: indoor) 
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4.1.2. Quality of Service(QoS) and system performance under periodic 

transmission 

 

 

Fig. 7. System performance over an MQTT protocol: rooftop (site 1: Outdoor) and home (site 2: Indoor) 
 

 
 

Fig. 8.  End to End delay against QoS level in simulation 
 

Figure 7 shows the performance of the system at QoS level 0 and 1 for the duration of 12 hours. In 

the case of QoS level 0, packet dropout ratio has been recorded around 1.97% and for QoS, level 1 the 

packet dropout ratio has been recorded around 0.94 % at site1(indoor). To analyze effect of QoS level on 

end to end delay, we simulate the publisher environment using MQTT-JMeter(a tool from apache). 

MQTT plugin configured with JMeter, can serve to perform testing in which simulated clients register to 

the broker. Figure 8 shows the end to end delay co-relation with transmission rate under various 

QoS levels during the simulation. It is observed that the end to end delay will also increase whenever a 

packet is transmitted from a lower QoS level to a higher QoS level due to retransmission and 

acknowledgment overhead. So the selection of the QoS level becomes an essential criterion for mitigating 

end to end delay and packet loss ratio. As shown in Figure 7, the accuracy values recorded at site 
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1(outdoor) and site 2(indoor) are around 98% and 96% respectively. The accuracy values have been 

calculated considering the number of transmitted and received packets at indoor and outdoor sites. 

Accuracy and dropout parameters are representing the system performance in terms of reliable delivery of 

MQTT messages including sensing parameters. However, it cannot be interpreted as performance 

measurement or accuracy measurement of air quality pollution sensors. As shown in Figure 9(a) and 9(b), 

it is observed that the recorded average throughput of the sensing node is around 4.28 for site 1 and 4.6 

for site 2 for the duration of 6 hours. 

 
                                                (a)                                                                                 (b) 

Fig. 9. Throughput of the Sensing Unit (a) home (site 2: indoor) (b) rooftop (site 1: Outdoor) 

4.1.3. Power consumption optimization scheme performance  

The average power usage of node under the power optimization scheme discurssed in subsection 3.1.4 

can be calculated as: 

 𝑃 = [
𝐼𝑙𝑠𝑚∗𝑇𝑠𝑙𝑒𝑒𝑝+𝐼𝑎𝑐𝑡𝑖𝑣𝑒∗ 𝑇𝑎𝑐𝑡𝑖𝑣𝑒 

𝑇𝑠𝑖
+ 𝐼𝐶𝑂] ∗ 𝑉𝑖𝑛                                                                                (8) 

where Ilsm is current drawn in light sleep mode by the smart node, Tsleep is time duration in sleep mode, 

Iactive is current drawn in an active mode, Tactive is time that includes data collection and stabilization time 

of sensors, Tsi is the total time/sampling interval that includes node operation and sleep period, Ico is the 

current drawn by Carbon Monoxide sensor which is never at rest and Vin is the input voltage. A smart 

node will remain in a sleep mode for 60 seconds out of around 90 seconds sampling interval. The average 

power consumption of a smart node for the period of 90 seconds is 413 mW plus consumption of CO 

sensor (CO sensor is never at rest) by applying power optimization scheme which is around 900 mW plus 

consumption of CO sensor without power optimization. The battery lasting time is found to be extended 

as mentioned in below table during the experiments. 

 Without Power 

Reduction scheme 

Under Power Reduction 

Scheme 
Battery Life Time (2500 

mAh) 

7 hrs 15 minutes 12 hrs 50 minutes 
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4.1.4 Event based transmission performance  

Figure 10 shows the number of transmission under the employed scheme experimented for 6 hours a day. 

Number of transmission is counted considering number of subscripted MQTT messages available at the 

subscriber. Table indicates very less number of transmitted messages in event based transmission scheme. 

Reduced number of transmission results in power consumption reduction.  

 

Fig. 10. Message transmission under event based transmission 

 

Fig. 11. Message transmission for N=3 and various values of delta 

Employability of such scheme depends on tradeoff between the requirements of tolerance in micro level 

changes(sensitiveness) to be reported at server versus power consumption. Figure 11 shows the effect of 

delta value on number of transmissions over five different runs. Number of transmission becomes 

periodic transmission under the larger value of delta as shown in figure 11.  

4.2 Results and discussion of air quality prediction system 
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4.2.1 MSE comparison for training and validation data under proposed model  

- Performance of LSTM Vs RNN 

 

(a) 

 

(b) 

Fig. 12 Comparison of MSE of LSTM and RNN for (a) training and  (b) validation 
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- Performance of FBLSTM Vs LSTM 

 

(a) 

 

 

(b) 

Fig. 13 Comparison of MSE of proposed model(FBLSTM) with LSTM for (a) training and (b) validation 

Implementation of the proposed FBLSTM model and experimentations are carried out using Keras 2.1.6 

which uses Tensorflow in the back end. The model uses 60 units in each layer and tanh function is 
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utilized as activation function. The input window or sequence size in each sample is set to 60. The 

ADAM algorithm is utilized in model for optimization which adapts the rate of learning based on the 

average of first as well second moments of the gradients. The batch size of 32 is used during the 

experiments. The MSE values listed are averaged values over six repeated runs. Experiments are 

conducted till 300 epochs and loss reported at the end of 100, 200 and 300 epochs are listed for both train 

and test(validation) data in the table.  

In figure 12, results of RNN and simple LSTM are compared. RNN suffers from a vanishing gradient 

problem as the sequence sample size increases which also can be observed in the performance 

evaluation(figure 12). As the sequence size increases from 10 to 60 the loss value increases. LSTM 

outperforms RNN greatly specially for higher sequence sizes.The number of unidirectional layers in 

stacking in proposed model, to gain minimum loss for prediction of air pollutant time series data is 

decided through experiments. Figure 13 shows the loss in MSE(mean squared error) with various stacking 

options for the proposed FBLSTM model. Figure 13 shows the output of the experiments with the 

“CONCAT”(Con) function for merging the two layers (forward and backward), which is the default one 

in Keras. Mean Squared Error values highlighted in bold in the table show the minimum observed loss 

during experiments. The minimum value of loss in turn indicates the best accuracy for time series 

prediction. It can be observed that in the proposed FBLSTM model with the discussed parameter setting, 

minimum loss is observed with stacking of two hidden layers. Moving further by adding one more layer 

to the existing unidirectional stacking i.e three hidden layer, the performance starts degrading. The 

proposed model outperforms both the RNN and the simple LSTM layer.  

- Performance comparison of various merging mode of FBLSTM 

         

(a) (b) 

Fig. 14. MSE for merge function alternatives over: (a) training data (b) validation data 
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There are four merging functions available in Keras. Concat(Con) is the default merging option where the 

output of the respective cell state from forward and backward layers are simply concatenated together. 

Mul and Add are the merge modes where such outputs are multiplied or added respectively. Ave is the 

merge function where the average of the corresponding outputs is taken. We utilized the optimum 

FBLSTM model setup which has two hidden layers and experimented with all possible four merge 

modes. As shown in Figure 14 the Con function performs best over train as well as test data and achieves 

minimum loss function. Add function also perform near equal to the Con function while Mul function has 

the highest loss amongst all four.  

4.2.2 Performance improvement by overfitting resolution for validation data  

 

(a) 

 

(b) 

Fig. 15. Performance of the model for: (a) various values of dropout parameter under dropout technique (b) various 

values of lambda or regularization factor under L2 regularization 
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Fig. 16. MSE comparison of proposed model(FBLSTM) under regularization techniques for validation data 

Keras supports the implementation of the dropout by using dropout layers. Dropout layers are added in 

between hidden layers. Input and recurrent edges or connections to LSTM units are excluded with set 

probability from activation and updates of weights during training of a network. The addition of dropout 

layers results in simulating a large number of networks with a very dynamic network structure in parallel. 

Also due to dropout, a neural network can never rely on any input node because every node has 

probability to be removed. So, the network cannot assign any high weight to a specific feature. The 

probability of such dropout is again hyperparameter which is needed to be chosen with experiments. 

Figure 15(a) shows all experimented values of dropout, plotted against the MSE loss recorded for 

particular dropout value. Applied dropout value can vary in the range of 0 to 1. It can be seen from figure 

15(a) that minimum loss is recorded for 0.3 value of dropout and after 0.5 dropout value, there is a sudden 

increase in the loss function. Dropout value 0.3 in Keras is representing 30 percent probability of node 

removal during training.  
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cost function. The addition of the component drives the overall weight matrix values down, which in turn 

reduces the activation function influence. Due to that comparatively less complex activation function may 

be fit to observations, which helps in reducing overfitting. Figure 15(b) shows all experimented values of 

lambda plotted against the MSE loss recorded for particular lambda value (regularization factor). It can be 

seen from the figure that the minimum loss recorded for 10-5 value of lambda. Figure 16 shows loss 
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function MSE recorded for three timeseries data of pollution parameters at the end 100, 200 and 300 

epochs for validation data. The table compares the MSE values for 0.3 dropout and 10-5 for lambda value 

which are found to be providing optimum results during respective regularization experiments. The 

Results show that dropout based regularization outperforms weight decay(L2) regularization and more 

suitable to our model. Dropout regularization can achieve stable conversation along with loss in MSE up 

to 0.0052, 0.0025 and 0.0041 for CO, PM 2.5 and PM 10 respectively. 

4.2.3 Performance with self-attention mechanism adoption 

  

Model (timestep) 

Week1 Week2 

CO Rate PM2.5 Rate PM10 Rate CO Rate PM2.5 Rate PM10 Rate 

FBLSTM(TX) 0.0051 - 0.0025 - 0.0041 - 0.0039 - 0.0032 - 0.0045 - 

FBLSTM + 

Attention(TX) 

0.0047 - 0.0023 - 0.0036 - 0.0038 - 0.0031 - 0.0038 - 

FBLSTM(4TX) 0.0055 7.84 0.0028 12.00 0.0045 9.76 0.0044 12.82 0.0035 9.38 0.0051 13.33 

FBLSTM + 

Attention (4TX) 

0.0049 4.26 0.0025 8.70 0.0039 8.33 0.004 5.26 0.0033 6.45 0.0041 7.89 

FBLSTM (8TX) 0.0073 32.73 0.0044 57.14 0.0066 46.67 0.0061 38.64 0.0058 65.71 0.0076 49.02 

FBLSTM + 

Attention (8TX) 

0.0053 8.16 0.0029 16.00 0.0044 12.82 0.0043 7.50 0.0037 12.12 0.0047 14.63 

FBLSTM (12TX) 0.011 50.68 0.0083 88.64 0.0118 78.79 0.0097 59.02 0.0103 77.59 0.0125 64.47 

FBLSTM + 

Attention (12X) 

0.006 13.21 0.0034 17.24 0.0052 18.18 0.0051 18.60 0.0044 18.92 0.0052 10.64 

Table 2. MSE comparison of FBLSTM with attention and without attention after 300 epochs for various time 

horizons 

  

Input 

Window size 

CO Rate PM2.5 Rate PM10 Rate 

FBLSTM            
60 

0.0055 - 0.0035 - 0.0046 - 

 FBLSTM + Attention 0.0036 - 0.0021 - 0.0034 - 

FBLSTM 
80 

0.0084 52.73 0.0057 62.86 0.0074 60.87 

FBLSTM + Attention 0.0045 25.00 0.0029 38.10 0.0045 32.35 

FBLSTM 
120 

0.0223 165.48 0.0191 235.09 0.0208 181.08 

FBLSTM + Attention  0.0086 91.11 0.0061 110.34 0.0091 102.22 
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Table 3. MSE comparison of FBLSTM with attention and without attention after 300 epochs for various input 

windows 

Self attention mechanism applied and tested during the experiments. Self attention layer is kept as the last 

layer in the model(FBLSTM) shown in figure 2. The output of self attention layer is given as input to the 

final dense layer for prediction. To understand effect on loss function and improvement to existing model, 

we analyze self attention mechanism with two dimensions, time horizon as well input window size or 

input lag. While increasing time horizon, the sequence size is kept of the same length. By keeping same 

sequence size and increase in time horizon, employed recorded parameter samples in training realizes 

more fluctuations compared to small time horizon. Table 2 compares the loss function value (mean 

squared error) obtained for the FBLSTM (with two hidden layer), without attention and with attention 

mechanism for the three air quality parameters. The table shows the effect on MSE value with the 

increase in time horizon. First two rows in the table depict the MSE value for Tx (the basic time step in the 

input sequence) which is 90 seconds. The time horizon increment further is obtained by aggregating the 

recorded value for the basic timestep, i.e 4Tx horizon is the aggregated value over 360 seconds and so on. 

To keep the total sample size and samples in each sequence same with the extension of time horizon (for 

each horizon), more training data(samples) are required. So training data (recorded observations of air 

quality parameters) covers data of one complete week. The table shows the results obtain over data of two 

such weeks. The rate column in the table shows the percentage of increase in MSE value with the increase 

of time horizon from the previous one. It can be seen from the table that with the extension of time 

horizon, the rate of increase in MSE (compared to the previous horizon) remains small for the model with 

attention mechanism. The high rate of increase in MSE represents rapid reduction in prediction 

performance with the extension in horizon. It can be seen that initially there is not much difference 

between performance of two models but with higher time horizon, model with attention mechanism 

performs substantially well compared to model without attention. Table 3 shows the performance of the 

two model with increase in input window size over recorded air quality parameters observations of a 

single day. The MSE value and rate of increase in MSE is listed for input widow size of 60, 80 and 120. 

The table indicates that the model with attention mechanism realizes lower MSE and slow rate of increase 

in MSE for higher input window size. Thus the table depicts self-attention mechanism provides better 

performance for longer sequences. 
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5. CONCLUSIONS AND A ROAD-MAP 
 

5.1 CONCLUSIONS 

In the proposed research work, we have proposed a cost efficient economic IoT based air quality 

monitoring system to measure a variety of air pollutants for indoor and outdoor environments. We have 

proposed standardized layer architecture(framework) and addressed the issues of complex architecture 

(no standardization) design in IoT. The proposed architecture supports features like no relay node 

requirement or network setup dependency, authentication of publisher at broker during registration phase 

and physical level integrity check while reading data from sensors. The architecture uses cloud broker 

which make it scalable. The architecture uses topic based hierarchy for storage of published messages at 

broker that enables support for subscribers with different platform i.e python script, android etc. Also due 

to such topic based hierarchy site specific data distribution to the relavant subscribers can be handled 

easily. The proposed system is also tested at a variety of quality of service levels at two sites. The goal of 

QoS level demonstration and testing is to justify the data delivery accuracy of the system which is very 

critical for real time air quality monitoring. The obtained results have recorded accuracy of 98% at site 

1(outdoor) and 96% at site 2(indoor), accuracy in terms of reliable delivery. A web and mobile interface 

has been designed to display the measured parameters in near real-time. The system also reduces power 

consumption by switching a smart sensing node into five different modes. With the given power 

consumption reduction scheme the battery lasting life can be increased to 1.7% of the battery lasting 

period without any such scheme. Moreover, a novel event based transmission scheme is implemented to 

reduce number of transmission. However exact power saving in terms of absolute power unit is not 

represented, rather reduction in transmission of MQTT messages under the employed scheme is 

represented.  

Reliable and precise prediction of air pollution or air quality parameters is of great importance. In 

the presented work, LSTM based deep learning framework is also proposed for the prediction of air 

quality parameters. The framework includes forward and backward LSTM based model for learning the 

influence of other observations on current prediction in two directions. The proposed model is using 

bidirectional learning with unidirectional further stacking to improve the performance. Optimum 

performance is achieved with two hidden layers and CONCAT merging function (out of four merging 

function alternatives available in Keras) in the proposed model and the model outperforms the simple 

RNN and LSTM based model. The proposed work is also solving the overfitting issue by applying L2 

regularization and dropout methods. Best fit for validation is found with 0.3 dropout value and 10-5 
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lambda value under dropout and L2 regularization methods respectively. The dropout method performs 

better and achieves lower value of MSE with good convergence compared to L2 regularization. Finally, 

self-attention is applied as the last layer in the model and the effect is assessed on two dimensions, for 

various extended time horizons (Tx,4Tx,8Tx and 12Tx) and with varying input windows (60,80 and 120). 

The results show significant improvement in the performance with both dimensions. Future work of the 

current study includes an extension of attention application and model capability in learning the influence 

of temperature and humidity (recorded at same timesteps) in the prediction of air quality parameters.  

 

5.2 ROAD MAP FOR FUTURE WORK 

We have represented QoS analysis which can assist the proposed IoT based air quality monitoring system 

in the implementation of an adaptive algorithm in future. The adaptive algorithm can facilitate auto 

switching between varieties of QoS levels as and when required. The auto-switching process highly 

depends on the parameter such as critical pollution duration. In prediction of air quality parameters, we 

have not applied any mechanism to assess the influence of temperature and humidity recorded over the 

prediction of particulate matter or carbon monoxide.  future work of the current study includes an 

extension of attention application and model capability in learning the influence of temperature and 

humidity (recorded at same timesteps) in the prediction of air quality parameters.  
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