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ABSOLUTE SIMMABIhUY OP LACOTARY EQURIBR 

SERIES AND IIS CONJUGATE SERIES

1, Tn this chapter, we discuss the, absolute summability
of lacunary Eourier series (L) and its conjugate series (L^) 
by considering certain-conditions on a function and on a 
gap under which the absolute convergence of (L) is not 
guaranteed. In order to appreciate the significance of the 
conditions considered by.us in this regard, at ’the outset, 
it is desirable to recall some of the results on absolute 
convergence. Considering certain classes of functions either 
on an arbitrary subinterval or at a point of £--rc; , , the
problem of absolute convergence' of (L) is studied in great 
details by several mathematicians,' under suitable lacunarity 
conditions. They have obtained very interesting results 
sharpening at each stage, the results obtained by the previous 
authors. The results due to M. Izumi and S. Izumi {l5^ ,
Jia-Arng Chao U]. j- »• Patadia and 7. M, Shah ^28^, and 
P. B, Kennedy are mentioned in the present context,

M, Izumi and S. Izumi-proved the following result 
on absolute convergence of (L).
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THEOREM. 6. A. £l5j Theorem . If

(i) (nfc+1 ,^>14 , 0 < p < 1 , (6.D

, (A is a positive constant)

(ii) f G Lipcc(P) , 0 < <x < 1 , • , (6.2)
then the Pourier series (1) of f converges 
absolutely when a > (3 - 1 .

Considering more general gap condition than Izumi, 
Chao obtained the following result in the year 1966.

THE0R1M 6. B. fjQ . If-
(i) (Vl " *Ts) A 4 ^ (0 < P.< 1,^0), . (6.3)

/

where A is a positive constant,

and (ii) f satisfies the condition-(6,2),
then the Courier series (1) of f converges 
absolutely when a {3 + ay+ |3 > 1 .

Recently, in the year 1981, J. R. Patadia and ,

7. M. Shah [28] obtained the following result on absolute 
convergence, which generalizes both the above results.
THEORM 6.0. [28] If '

(i) satisfies the condition (6.3)

and (ii) f satisfies the condition (6.2), 
then
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m mI + IV f > < 00 » 0 < m < 1k-1 k k

when apm + amV^ (l - |r)(l - p).

It can he observed that, the particular case of

theorem 6.0 when y= o and m = 1 provides us with a -
generalization of theorem 6,A due to M. Izumi and S. Izumi. 
This generalization ensures the absolute convergence of (1) 
when a > l) under the conditions (6.1) and (6,2).

Now, it is quite natural to inquire into the- 
behaviour of the lacunaiy Fourier series (1) of a function 
f in Lipa at a point, when a < g(p -1). In this regard,

we have studied here the absolute summability of (L). In fact, 
we prove the following theorems.

(PHEQRM 15. If (i) satisfies (6.1) with some

suitable constant A, 
and (ii) f satisfies (6,2),

then the Fourier series (1) of f is
Aabsolutely summable (c, ?r)

(i) for every a > 0 if 0 > g- ; (6.4)
or (ii) for every a > ---§■ if |3 < ^ . (6.5)
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THF.ORFM 1 fi. Under the hypothesis of theorem 15, the Fourier 
series (L) of f is absolutely summable (c,l) when a > - 2.

RiMARK 1. It can he observed that, the significance of the
1conclusion (6,5) in Theorem 15 could be visualized -when p > j> . 

Because, under this condition, we have

1)
and consequently the absolute summability (c, 

series (I) is ensured for the range
of the

5 „ . 1/--1 - 1).
Similarly the significance of Theorem 16 could be 

*1. *“1 1 "’"1visualized when p > -g , as p - 2 < g(|3 - l) in this

case.

It can be seen that the above Theorems 15 and 16 
are obtained under the gap condition (6,1), how considering 
more general gap condition (6.3) than (6,1) we continue further 

our study on absolute summability. In this regard, we refer 
here the particular case of Theorem 6.C when m = 1, which

1ensures the absolute convergence of (L) when ap+a^^ ^(l-p)

(under the conditions (6,2) and (6.3^, It may be noted 

that, when ap + aY= |>(l ~ p), then also the absolute 
convergence of (L) is obtained by J. R. patadia and Y. M. Shah 
|j2jfj , but under a little stronger condition on f than
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Mpct(P). Consequently as before, we would like to inquire 
into the behaviour of the series (1) of a function in Lipa(P)? 
when

ap. + a*Y < |r(l - P) .
Ih fact, we establish here the absolute summability 
(c,9) (0 < 9 j< l) of (1) in the following theorem.

1HE0R5M 17. If (i) ^n^ satisfies the gap condition

(6.3) with some suitable constant A,

and (ii) f satisfies the condition (6.2),
then the lacunary Fourier series (1) of f is
absolutely summable (c,9) forO < 9 < 1

when ■
a > max .^ ~ Te1 p +y g - - T + ge - e"

p + py
REMARK 2. It is easy to see that Theorems 15 and 16 are the

•iparticular cases of the above Theorem 17 when 9 = “ , y= 0 ; 
and 9 = 1, Y = 0 respectively.

REMARK 3, It is interesting to observe that when Y= 1, 
Theorem 17 gives the absolute summability (c,l) of the Fourier 
series (1) for every a > 0 ; and that, when ^ , we get
the absolute summability (c, •??) of (1) for every a > 0.

Further, in this chapter, we also study the absolute 
summability of (1) and its conjugate Fourier series (1^), by 
considering the following theorem on absolute convergence
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due to P, B. Kennedy £l7 ; Theorem Y(iv)”j .

THEOREM 6.B. Id If (i) (nfe ^ - n^) -> oo as k -> oo, (6.6)

(il) f 6 Idpa(l) , 0 < a < 1 » (6.7)
and (ill) f is of bounded' variation in I, (6.8)

then the Pourier series (L) of f converges 
absolutely.

1If f 6 Lipa(l) with a > t? , then also the absolute 
convergence of (L) is established by Kennedy.

Now, it is well known that the condition (6.7) only,
-jwith 0 < a <. g (together with (6.6) ) is not sufficient 

to ensure the absolute convergence of (L) prefer |_44; p.243jj^.

At the same time, the condition (6.8) only 
(together with (6.6) ) does not guarantee the absolute 
convergence of (L) (refer |44 ; p.24lQ). Hence it is quite 
natural to inquire into the behaviour of (I), whenever the 
condition (6.7) or (6.8) only is satisfied. In this regard,
Y. M. Shah |j35 ; Ghapter YI~j has studied the absolute 
summability (c,l) of (L) and (1^). Here we intend to study 
the same problem of absolute summability under weaker 
conditions on a function than those considered by Y. M. Shah.
In fact, we consider a function either in Lip(a,p) or in 
bounded r variation class over arbitrary subinterval I of 
C-«. *3 • We prove the following theorems.
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THEOREM IB. If (« satisfies the gap condition (6.6),

(ii) -f is of bounded, variation in I, (6.9)

(iii) f 6 Ii (I)

00
and (iv) ' \ j_s convergent,

k=l “k

then the Fourier series (Ii) and (L^) are 
everywher e ah s olut ely summable (c,1).

(6.10)

(6.11)

-(6.12)

THEOREM 19. Tf (i) B > °> (6>13)

and (ii) f satisfies the conditions (6.9) and (6.10), 

then the conclusion (6.12) holds,

THEOPHM go. If (i) ^n^ satisfies the condition (6.6),

(ii) f e Lip(a,p,I) with 0 < a <| ; P> 2 ,

and (iii) V"*fnl * nS + is convergent,

fei 4 J
then the conclusion (6.12) holds.

THEOREM 21. If (i) ^n^ satisfies the condition Bg ,

(ii) f 6 Lip(cc,p,E) with 0 < a < | 5 P > 2 ,

and (iii) the condition (6.14) holds,
then the conclusion (6.12) holds.

(6.14)
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2^ order "to prove our ‘theorems we need "the following
lemmas.' lemma 6.1 is due to J. R. Patadia and V, M. Shah C293 

and lemma 6,2 is due to Chao |j3 / Theorem l^J •

IBP? A 6,1 If £n^ satisfies the gap condition (6.3) 

with A > 2M - 1, M being a positive integer greater than 6,

1 j-T
where 6 = iTp » then

n^ > k6 for all. Is G N.

t.ipmma 6,2 Under the hypothesis of Theorem 6.B,

an » V = °( 4 vfa.) ’ k =
k k nkK- k

Proof of Theorem 15. Por a real number s, other than,a

n + s\ s
j where n G N and EQ = 1 

n /
0

negative integer, put ^

Denoting the nth Cesaro mean of order 0 > 0 by <T^(x) 

and replacing the absent terms an (1) by zeros, we have [jj

U)iI ^ . r

ZLj
j£

k
t****"%

p=l
np np' 00SV. + \ 3limPri

<r °k E,e C0SntX + Sim^X^

' ^-1 0-1 I 1
+ f 21 Sn” _ ^ np * cosnpx + bnp slnVc) 1 j (6 .15)
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Let 0 = | 

low

■ w 4 —fif?n ’
(ii) ^ ^ = 0 ’ k =1,2,8.........

k

by taking y= 0 in Lemma 6.2,

and (iii) „ n |
3?

> \n^ - nfc_1| for p = 1,2,3, k-1

> A n£ , by (6.1).

Hence, from (6.15), we obtain

!<*) I0 6
o~n. (I) - (Tt

k ' n.

r0(1)
i -aj3 ~ap

0 * nk (nk + “k ^
nk nk ^

k-1
s

P=1

1-aB

1^-“? i-e
-aP ap

h\

n-p (np + n^ )

0(1) n*"“P+ k n^"aP- 

£

-_04*CXP
Tc

„P-p0 + aP + 0 
k

= 0(1) *4*
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“ ^66 + a£6 *’ k&p - 6p0 + ap6 + 06-1]

by Lemma 6.1

= 0(1)

k

+ 1 
2(i-p)

5P+2ag-l 
2(l-{5).. J

as 6 = 1 - p
and 6’ =

But a > 2|” “ 1 ^P11*38 . g(i""-~^) > 1 and

a * 2p“ ~ 2 imP1;Les 2(1- p) > 2*

Hence, in order to 'establish the convergence of

^P-j . ‘0 t

y] I q-0 (x) - <y~n ^ 1(x) [■ , it is sufficient
4paMn«w4 *

Tc
k=l

to have
1'' 3 5a > max *j - 1 » gp “ 2

which is ensured in the following.

Case (i) Let p> > ^ .

If | < P < | then

1 . . 3 S / r\ /2p “ 1 < 2@ " 2 - 0 < a *

If | < $ then

JL 6 _L_ 1 < o < nf ■ 2p ~ 2 - 2p - 1 < 0 < a .

ro
lH

’
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Oase (ii). Let p < |j and a > j|p ^ •

Then certainly p < ^ ? which 

shows that

JL- _ i < JL _ 5 <2p 1 2p 2 a *

This proves that (L) is absolutely summable (c,

Proof of Theorem 16.

Let 0=1. Then by using Lemma 6.1 and Lemma 6.2 

for Y= 0 , we obtain from (6,15),

sr (x) OT
n-

(x)
k

= S^TT) I -g V '% 00SV + \ BtoB5x) 1

.» — (!L ■“ tx P)= 0(1) -ir STu.
nj p=l p

= 0(1) 1 k
2 ap - 1nk V

= 0(1)
c) k.....L Map 

k
+ dJ

= 0(1)
$ 1......_

1 ap6+6-
1 k

1 J

= 0(1)
f i ■

.I aS + 6
1 s

, as u — i p

r-iJO
J
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•“l fY S *4“ S s. -iSince a > p — 2, it follows that 1 — p ^

Hence
oo ,

^-1W 1 <“•
which implies the absolute summability (c,l) of (!>)• 

This completes the proof of theorem 16.

Proof of Theorem 17.

Under the conditions of the theorem,

X 5 bn, 0( ap ' T« '*“k ’ k
k ~ 1$2$3$***.$

(by Lemma 6.2).

Also ^ — pTe+i? ’ (0 < 9 - 1,1

and In^. - n^| > |- n^^ 1 for p = 1,2,3,... »k-l

B T> A n£. k , by (6.3).

Therefore, the relation (6.15), given in the proof of , 

Theorem 15, becomes

I cr" (x) - s~ I“k k 1

0(1) —~w*k “k

-ap -Tv k-1

fzft, III <1 I -*

-aP *
n * n • p+ ^ (n _ n )1""® P “P p=l 'nk V
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=0(1)
n1+0

1-ap ~Tcc 
Hnk k +

i-e k-1xsr”1
p=l

1-ap
n_
nVa J

= 0(1) 1+0
“k

1-ap -Ta 
n^. ^

i-e
“kr?

k.n.
1-ap

J

as ^y«afc- < 1 and n*~°^ < n^P' s o <,a,p < 1,

Therefore
6 0 . . . Icr; (x) - <T^^_ _!(x) |V

0(1) r
0 + aP yd “k k n.

e+p-pe+aP Y-Ye-i
k k

= 0(1) r 6(0+a,p)+ife + 6(9+P-pe^p)+T->M
k k

by lemma 6.1

= 0(1) B+aS+TB+aY ** 0+2p-fe+ap+apr+Y-l

k
(6.16)

k 1 - p
e _ 1 'fV ' &S S “ 1 - P *

finallyj since
a > 1 - P - 0 - K9 if follows that

P +T .
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and since a > ..r g|.,r. Trh PQ.-T..S- 5 we have
p p j

e + 2p - pe + ag + agy+ T- 1
1 - 3 > 1 .

Hence, from (6.16) we obtain 

co 9CT (X) 
j ’ nk

0
<3*; ±U)nfc -j. < 00

k=l
which, implies the absolute summability (c,0) of (L). 
This completes the proof of Theorem 17.

Proof of Theorem 18.
Denoting the n"*1 Cesslbo mean of order 1 by $^(x5

and replacing the absent terms in (L) and (l^) by zeros, 

we have

: err (x) - 
nc

1*
T 
'—

k
Vnk + 15 1 \Z np un 1 » where-’ P=1 p P

in = (a^ cosn x + b sinti x) in case of the series (D) 
p np p p p

= (b cosn x - sinn x) in case of the series (1^). 
P P p p

On account of conditions (6.6), (6.9) and (6.10) 
we have, by Theorem 3 of Chapter II,

X ’ \= 0("1v) (k -> >



This gives

Therefore,
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n = 0(1)
r p

cr (x) - 1 (x)V “k -1

= 0(1)
nT

0(1) -^2“ 

'kn

P=

oo
Hence the convergence of

k=l

(6.17)

cr -(x) — err“k *k
(x)

follows from the convergence of
k=l ^k

This completes the proof of theorem 18.

Proof of Theorem 19.

The lacunarity condition (6.13). implies that 

^nk+l~ ^ °° 0X1(1 ^erefore, as discussed- in "^e

proof of Theorem 18 , we have from (6.17)

i°rx) - %- iwt=o<*^5 •

Also the gap condition (6.13) gives

n^ _ nk_1 > c1 logn^. > logk , c1 > 0 ,

(k — IjSjSj....) 9
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k

and henoe log
p=2

■ k
> c„ X io« t dt

> c k log k , (c > 0)

(k ~ 1,2,3,.....)

Therefore using ' (6.17) and (6.18) we obtain,

l=0(flT^

(6.18)

CD
Since 1

k=2
k log k

— is convergent, our Theorem 19 follows,

Proof of Theorems 20 and 21.

Under the conditions of our theorems.

% b„ = 0(-~“) (k ~> oo)'nk nj

by Theorems 1 and 2 of Chapter II.
1-aThis gives nD = 0(-n )•

P
Therefore,

rE (s) - <57 _ , <*>
'k

n.

n^ - 1
k

(1-a)
n

k
= o(i)

p=i
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n

Hence the convergence of

follows from the condition (6.14) of our theorems. 

This completes the proof.


