
CHAPTER 2  

2 THEORETICAL DETAILS 
 

This chapter gives a brief introduction to the ion conduction 

mechanism in polymer electrolytes and the applicability of different 

theoretical models to polymer electrolytes. Also, various conductivity 

formalism has been described in detail. 

 

2.1 Introduction  

The polymer electrolytes contain both crystalline and amorphous phases along with the 

association of charge carriers, which is an example of disordered material [1]. Hence, the 

electrical conduction mechanism or ion transport behavior is a challenging task. The ionic 

transport mechanism in polymer electrolytes is quite different from that occurring in liquid 

electrolytes. Ion transport in liquid and solid is a consequence of random migration of ions 

stimulated by thermal energy as long as the applied electric field is small enough. Ionic 

conductivity is defined as ionic transport from one site to another site through a defect under 

the influence of an external electric field. Some of the ion transport models with theories are 

briefly discussed below [2-5]. 

The basic equation of ionic conductivity of ion-conducting material can be simply 

represented by the following equation [6]. 

 
i i i

i

q n =   (2.1) 

where  is the ionic conductivity i.e. charge transport across a unit cross-sectional area per 

second per unit electric field applied. The conductivity is proportional to the (i) amount of 

charge carriers ni (ii) mobility of charge carriers i. All the above quantities (right-hand side 

of the equation) depends on the materials environments [7]. The focus on the study of the 
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ion transport mechanism in polymer electrolytes made by workers since the discovery of 

ionic conductivity in alkali metal salt complexes of polyethylene oxide (PEO) by Fenton et 

al. in 1973 [8]. It has been revealed that the movement of ions takes place by the local motion 

of the polymer chain segment above the glass transition temperature (Tg). Above Tg, the 

polymer segment motion is a liquid-like motion that causes the local environment in the 

polymer electrolyte to change with time and affect the ion transport in the polymer 

electrolyte. 

2.2 Theoretical models for Temperature Dependence of Ionic 

Conductivity 
 

The temperature dependence of ionic conductivity can be understood using a number of 

empirical relations such as the Arrhenius equation, Vogel-Tamman-Fulcher (VTF) 

equation, Williams-Landel-Ferry (WLF) equation, etc. Generally, the crystalline phase in 

polymer electrolytes exhibits Arrhenius conductivity while the amorphous phase of polymer 

electrolyte where the liquid-like motion of ions occurs exhibits conductivity given by VTF 

[3,9]. If the temperature of the polymer electrolyte is below the melting temperature (Tm), 

the crystalline phase is dominated and conductivity is given by Arrhenius behavior. If the 

temperature is increased beyond a certain temperature (Tc), the amorphous phase is large 

enough to create a continuous connection/ path between the amorphous cube in the 

electrolyte. At this point, the conductivity behavior changes from Arrhenius to VTF. This 

particular temperature Tc is known as a critical temperature or a percolation temperature. 

2.2.1 Arrhenius Theory / Arrhenius Model For Ion Transport 
 

This theory was developed by Swedish Chemist, S. Arrhenius for liquid electrolytes in 1889 

[10]. Later it was applied for solid electrolytes. This theory gives the linear relationship for 

log  versus 1000 /T. In solid, ion hops from one vacant site to another when the energy of 

the ion is greater than barrier energy, i.e. activation energy. When an electric field is applied, 

the ions start hopping along the direction of the field which gives rise to an ionic current 

density J   given by 

 2 2na e E
J E

KT


= =  (2.2) 
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where K is the Boltzmann constant, n is the number of defects per unit volume which is 

proportional to the exp (−G/2KT), where G is the Gibbs free energy to create defects in solid 

electrolytes, e is a charge of the ion, a is the interionic distance and  is the ionic 

conductivity, v is the jump frequency i.e., probability of jump from one site to another in the 

absence of electric field and is given by, 

 
0 exp

G

KT
 

− 
=  

 
 (2.3) 

where0 is jump frequency and G = H −TS, the energy of ion migration, where H and 

S are the enthalpy and entropy of diffusion respectively. G is the difference between the 

free energy of the ion at the normal lattice site and that at the top of the energy barrier.  

Finally, the ionic conductivity () can be given as: 

 

0 exp a

B

E

K T
 

 −
=  

 
 (2.4) 

where 0 is the pre-exponential factor and Ea is the activation energy and KB is Boltzmann 

constant. 

2.2.2   VTF Theory / Vogel – Tammann – Fulcher Theory 
 

In the VTF model, it is assumed that the ions are transported by some random motion of 

polymer chains, providing free volume into which the ion can diffuse under the influence of 

an electric field. The temperature dependence of ionic conductivity can be represented by 

VTF when the plot of log  versus 1000 /T is non-linear which is characteristics of ionic 

motion is coupled with polymer segmental motion of host matrix [11-13]. The VTF equation 

was first developed to describe the viscosity of supercooled liquids [12]. 

The VTF relation is given by: 

 
1/2

0
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( )
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K T T
 −  −
=  

− 
 (2.5) 

where A is the pre-exponential factor, T0 is the reference temperature associated with glass 

transition temperature, KB is Boltzmann constant and Ea is the activation energy.  

2.2.3 WLF (Williams – Landel – Ferry) Theory 

 

The WLF equation is an extension of the VTF relation to characterizing the relaxation 

process in an amorphous system [14]. This equation is given as [15]: 
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where (T) is ionic conductivity at T and  (Tg) is ionic conductivity at Tg, Ta  is the 

mechanical shift factor which represents the fluidity or inverse relaxation time or relaxation 

rate, and C1 and C2 are constant. This formula is usually used to show the temperature-

dependent relaxation time in the polymeric material. The temperature-dependent ionic 

conductivity in amorphous material is the result of the local motion of a chain of polymer 

within the material. According to the WLF equation, when Tg decrease, the ionic 

conductivity increases. It is found that the ionic conductivity occurs only in the amorphous 

polymer at a temperature above Tg. 

2.3 Theoretical Models for DC Conductivity 

Various theoretical models have been proposed to explain the ion conduction mechanism in 

disordered materials. Models, which are applicable to polymer electrolytes systems are 

discussed below: 

2.3.1 Free Volume Model 
 

Cohen and Turnbull [16-19] had proposed this model to explain the ion conduction 

mechanism in polymer electrolytes known as the “Free Volume Model”. He considered that 

the matrix molecules are hard-sphere, so ions are caged in the free volume to diffuse only 

due to the relaxation of polymer matrix molecules. These voids or free volumes are larger 

enough to allow the diffusion. The equation for the diffusion of molecules in the system can 

be expressed as: 

 *

0

exp
( )m

V
D gau

T T





 −
=  

− 
 (2.7) 

where ‘g’ is a geometric factor, ‘a’ is molecular diameter, V* is critical volume, u is thermal 

velocity,   is a Lagrange’s parameter,  is the thermal expansivity, m  is the mean 

molecular volume over the temperature range (T-T0) which arises due to the redistribution 

of free volume within this liquid. According to this model, in a pure polymer, as the 

temperature increases, the local empty space (free volume) is created due to the finite 

expansion of polymer chains. Thus, ions attached to the polymer chain segment can move 

through this free volume. 
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Statistical calculation predicts an increase of free volume with temperature follows the 

equation given below: 

 [0.025 ( )]f g gV V T T= + −  (2.8) 

where Vg is the critical volume per mole at Tg, which is considered as the temperature at 

which the free volume eventually vanishes,  is the thermal expansivity and T represents 

the temperature during the experiment. 

2.3.2 Configurational Entropy Model 
 

Another group of theories based on the configuration entropy model was proposed by Adam 

and Gibbs[20] to explain the ion transport in polymer electrolytes [21]. In the case of 

polymer electrolytes, the conduction process is combined with the effect of ion size, 

polarizability, ion-pairing, ion-concentration chain length, etc. Free volume theory does not 

consider all these factors. Hence, Gibbs and Adam modified the free volume theory by 

considering the entropy changes in the process and named it the “Configurational Entropy 

Model”. According to this model, the mass transport mechanism is assumed to be a group 

cooperative rearrangement of the chain rather than a redistribution of free volume in the 

polymer. The average probability of rearrangement of the polymer chain can be expressed 

as 

 *

exp c

c

S
W A

KTS

 −
=  

 
 (2.9) 

where SC
* is the minimum configurational entropy required for rearrangement. SC is the 

configurational entropy at temperature T and  μ is the free energy barrier per mole which 

opposes the rearrangement. Shriver et al.[22] applied the configurational entropy model to 

polymer electrolyte [23,24]. 

2.3.3 Static Bond Percolation Model 
 

The static bond percolation (SBP) Model [5] was proposed to describe to explain the 

microscopic ion transport mechanism in the electrolyte system with a rigid framework. 

Various properties of polymer electrolytes can be explained by this model. Based on the 

concept of this model, the ion motion for any fixed polymer configuration is described by a 

percolation (hopping) process by choosing the rate of hopping between any two sites as 

finite or zero which depends upon whether these sites are mutually accessible (open bond/ 
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available) or not (close bond/unavailable). The model involves ion hopping between sites 

on a lattice with the ions obeying a hopping type equation 

 
i j ji i ij

j

P PW PW= −  (2.10) 

where Pi is the probability of finding a mobile ion at site i, Wij is the probability per unit 

time that an ion will hop from site j to site i, and vice-versa and is equal to zero except 

between neighboring sites.  

It is then assumed that Wij may take two values, 

Wij = 0, probability 1- f 

Wij = W, probability f, 

In the standard percolation model, the jumps are either permitted or not permitted, where f 

denotes the fraction of bonds (the link between localized hopping sites) that are open/ 

available, and 1 – f represents the fraction of bonds that are occupied or unavailable. Thus, 

this model involves the motion of charge carriers in a certain lattice whose bonds are 

randomly available with certain availability (f) (Figure 2.1). Using the static bond 

percolation model, it has been successfully explained that why the crystalline phase has no 

conductivity and the amorphous phase is responsible for ionic conduction in the polymer 

electrolyte system [25]. 

 

 

Figure 2.1 A percolation pattern, with available fraction of bond which is a pathway for the motion 

of ions between available sites. 

 

Whereas in the case of the gel polymer electrolyte, a large amount of low molecular 

weight plasticizers is added. This forms a wide network for the conduction of mobile ions 

while polymer matrix provides structural support. This provides a percolative path for the 

conduction of ions and conductivity increases. Aziz et al.[26] elaborated the conduction 
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mechanism in gel polymer electrolyte and shown the percolative path for the transportation 

of ions through amorphous and solvent swollen amorphous polymer matrix as shown in 

Figure 2.2. 

 

 

Figure 2.2  Schematic diagram of non-percolation and percolation path for ion transportation in the 

amorphous and solvent swollen polymer. 

2.3.4 Dynamic Bond Percolation Model (DBP) 
 

Druger, Nitzan, and Ratner [27-31] had proposed the dynamic bond percolation which is an 

extension of the static bond percolation model (SBP). In this model, the material is 

considered to be made up of a dynamic framework instead of a rigid framework. The 

dynamic framework means where the open and closed bond positions are continuously 

changing. In other words, the structure is not statically but dynamically disordered. Motion 

of ions in polymer electrolytes is strongly depended on segmental motion of polymer chain 

and conductivity is observed at temperature above glass transition temperature (Tg). This is 

the microscopic model which takes into account in polymer electrolytes where ionic motion 

is result of combination of the ionic transition motion/ hopping of charge carrier and 

dynamic polymer segmental motion when T > Tg. The lattice sites in polymer electrolytes 

are no longer static but rearrangement process occurs which re-assign the open and closed 

bonds when T > Tg. Ion transport mechanism involves a comparison of a structural 

relaxation time, s and a conductivity relaxation time  . 

2.3.5 Space Charge Model 
 

In some 2-phase composite electrolyte systems, the enhancement of the ionic conductivity 

() can be explain based on this space charge model. In this model, it is suggested that the 
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layer is present near the boundaries of ceramic fillers in the composite electrolytes system 

known as the space charge layer. These layers overlap each other with increasing the 

concentration of filler which provides conducting pathways. Maier et al. [32] suggested the 

system called ‘Soggy Sand’ electrolytes which were used for the viscous grain liquid 

electrolytes having a high concentration of ceramic filler particles. According to him, ionic 

conductivity increases with increasing the ceramic filler content due to interfacial 

interaction occurring on the ceramic grain boundaries, which leads to the absorption of 

anions resulting in a break of ion-pair and generate mobile counter ion. As a result, an 

increase in the charge carriers (cations) takes place around nanofiller in the region of the 

space charge layer as shown in Figure 2.3.  

 

 

Figure 2.3 Space charge layer around nano-sized particles [33] 

 

2.3.6 Amorphous Phase Model 
 

For the composite polymer electrolyte system, the amorphous phase model explains the 

increase in ionic conductivity due to its increased amorphous nature [34]. It is observed by 

the different workers that the reduction in crystalline nature is due to the dispersion of 

ceramic filler as compared to the undispersed system [35]. Based on this result, the 

Amorphous phase model was developed [36]. For example, in a PEO based crystalline 

system, when filler particles (e.g.  - Al2O3) are dispersed, it acts as nucleation centers and 

probably attached to the segment of PEO. Since there is a large number of nucleation 

centers, the crystallization process becomes faster as a result higher level of disordered 

structure is created. 

The schematic diagram of the amorphous phase model is shown in Figure 2.4 which shows 

three phases: an isolated filler grain (2), surrounded by highly conductive interfacial layer 

coating (1), and immersed in the bulk polymer electrolyte matrix (3). 
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Figure 2.4 Schematic diagram of the morphology of composite polyether non-conductive filler 

electrolytes [25] 

2.3.7 Effective Medium Theory 

 

Effective Medium Theory was proposed by C. W. Nan & Smith [37] to explain the effect 

of insulating fillers and consequent enhancement in the conductivity in the CPE system [38]. 

The reason behind the enhancement in conductivity is attributed to high defect concentration 

on the surface of filler grains due to the formation of ‘space-charge’ layers. Like the 

amorphous phase model, the effective medium theory also assumed the presence of three 

phases in composite polymer electrolytes as shown in Figure 2.5.  

 

 

Figure 2.5  A schematic representation of a polymer matrix with a single nanofiller grain dispersion 

[33] 

Phase (1-a) represents part of the amorphous shell formed on the grain surface. Phase (1-b) 

represents a highly conductive (due to amorphization) interface layer coating on the surface 

of the grain. Phase (2) is the dispersed insulating grain in the matrix of the ion-conducting 
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polymer. In phase (3), the composite grain units are dispersed all over the polymer matrix, 

and a highly conducting interface layer covering the surface of grains overlaps with each 

other results in the formation of high conductive pathways. 

 

 

Figure 2.6  Schematic of Lewis acid-base interactions between a PEO–LiClO4 electrolyte host and 

a nanoparticle guest [39]. 

2.4 Theories of Explaining Plasticization 
 

The addition of plasticizers in the polymer electrolyte is explained here. Plasticizers are an 

important additive to improve the properties of the polymer electrolyte system such as a 

reduction in hardness, viscosity, lowering the glass transition temperature, and effect on the 

polymer’s chain flexibility. Plasticizers are low molecular weight polymers having a polar 

group in them which interacts with the polar group of the polymer chain cause reduction of 

crystallinity and enhance the flexibility of the polymer chain [40]. However excess use of 

plasticizer reduces the mechanical stability and more reactive toward electrode results in the 

reduction of the lifetime of devices. The lubricity theory, the gel theory, or the viscosity 

theory were developed during the 1940s. Later free volume theory was developed. 

2.4.1 The Lubricity Theory 
 

According to Kilpatrick [41], Clark [42], Houwink [42], the addition of plasticizers reduces 

the intermolecular forces between the polymer molecules. By doing so, polymer chains are 

allowed to move freely throughout the material ( Figure 2.7). According to this theory, one 

segment of the plasticizers strongly attracts polymer molecules whereas the other is free. 

The former acts as a solvent while the latter act as a lubricant.  
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Figure 2.7  Lubricity theory explaining plasticizers-polymer response [40] 

 

 

Figure 2.8 Plasticizer polymer action based on gel theory [40] 

 

2.4.2 Gel Theory 
 

The other theory of plasticization namely gel theory was developed by Aiken and others 

[43]. This theory is an extension of lubricant theory, where plasticizers reduce the loose 

attachment between the polymer chain which have formed the 3-dimensional honeycomb 

or gel structure [44]. The loose attachment between the polymer chains may be due to Van 

der Waals forces or crystalline structure. By separating them upon the addition of 

plasticizers, the free movement of the polymer chains is feasible (Figure 2.8). 

2.4.3 The Free-Volume Theory  
 

The free volume theory discusses the quantitative assessment of the plasticization process 

in the polymer matrix. Many authors have contributed to this theory but originally, it was 

postulated by Fox and Flory [45].  
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Figure 2.9 Schematic representation of increased free volume upon addition plasticizers [46] 

 

 

Figure 2.10  Specific free volume -temperature curve 

The free volume means available free space where the degree of freedom of the polymer 

chain is more. A glassy state of the polymer, where little free rooms are available for the 

movement of the polymer chain makes the material stiff. The change in the state of the 

polymer from hard to rubbery depends on the glass transition temperature of polymers. As 

plasticizers are incorporated in it and its temperature is above the glass transition 

temperature, this leads to the separation of the polymer chain and more free volume within 

the polymer matrix is available (Figure 2.9). The free volume theory gives clarification on 

the reduction of glass transition temperature with plasticizers. The specific volume of the 

polymers is also found to increase after the glass transition temperature of the polymer 

(Figure 2.10). 

2.5 Impedance Spectroscopy and Various Conductivity 

Formalisms. 
 

2.5.1 Complex Impedance Spectroscopy (CIS) 
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AC impedance spectroscopy or complex impedance spectroscopy is a powerful non-

destructive technique for the characterization of electrical properties to evaluate the 

electrochemical behavior of the electrode as well as electrolyte material. The fundamental 

approach of complex impedance spectroscopy to study the electrical impedance response of 

the solid-state ionic material under the application of small amplitude sinusoidal voltage (ac 

signal) of different frequencies ranging from mHz to MHz (10 Hz to 106 Hz). Impedance 

analysis of ion-conducting material is useful to identify dynamical responses such as total 

(bulk) conductivity, ion transport, dielectric properties of materials, grain-boundary 

conduction (in case of crystalline compositions), electrode-electrolyte interface processes 

and relaxation processes, etc. The impedance spectroscopy measures the cell impedance 

over a wide range of temperatures and frequencies and analyzing them in a complex 

impedance plane [47,48]. 

 

The measurement of electrical conductivity of ion-conducting materials is not as simple as 

that of electronic materials. In the case of the electronic conductor, application of D.C. 

voltage across the sample results in the generation of current, whereas application of D.C. 

voltage across ionic conductor leads to fast interfacial polarization, which results in an 

increase in the resistance as a function of time [49,50]. To avoid or in order to overcome 

this difficulty, the A.C. method has been adopted. Both D.C. and A.C. methods are described 

in detail given below:  

 

(a) Direct Current (D.C.) Method 

 

In this method, a constant potential (voltage) or current is applied across the sample, which 

is generally sandwiched between two non-blocking (reversible electrodes), and the resulting 

current or voltage is measured. The conductivity can be calculated by the following relation 

 
𝐽 = 𝜎�⃗⃗� & 

I l

V A
 =  [from ohm’s law] 

(2.11) 

where V  is voltage, I is current, Ɩ is the thickness of the sample, A is cross-sectional area. 

Two common methods are used namely, first ‘Two probes’, and second one is ‘Four probes’ 

techniques. In the two probes method, a known value of D.C. voltage is applied across the 

sample and the resulting current is measured to know D.C. resistance and hence conductivity 

can be estimated of a sample. In the four-probe method, a known D.C. current is applied 

between two outer electrodes, and the resulting potential is measured between two inner 
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electrodes. Conductivity can be measured by knowing the area of electrodes and the distance 

between them. 

 

Figure 2.11 Set up for four probes method [50] 

This method is not adequate and correct to measure the conductivity of ionic conductor 

(polymer electrolytes) which is limited due to the following factors: 

(i) Electrode – electrolyte contact resistance. 

(ii) Grain boundary effect. 

(iii) Electrode – electrolyte interfacial polarization. 

(iv) Difficulty in getting proper reversible electrodes for both the cations and anions. 

Hence, the A.C. method is preferable to measure bulk conductivity in ionic conducting 

materials. 

 

(b) Alternating Current (A.C.) Method (Electrochemical Impedance Spectroscopy, 

EIS) 

 

In the A.C. method or impedance spectroscopy techniques, a small amplitude of the 

sinusoidal electrical signal (A.C. signal) is applied to a sample, which is sandwiched 

between either blocking or non-blocking electrodes, and the corresponding current is 

measured to determine impedance as a function of frequency and analyzing them in the 

complex impedance plane. The complex impedance plane (Z*) which involves real and 

imaginary part of the complex electrical quantities, also known as the Nyquist Plot which 

gives information about bulk conductivity and transport properties. The electrolyte sample 

consists of resistance and capacitance which is frequency-dependent, hence, impedance Z = 

R + jXc is frequency-dependent. 

The applied A.C. voltage and the resulting current across a cell have the form, 

 V = Vmax sin (t) 

      I = Imax sin (t + ) 
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Figure 2.12  AC complex impedance plot in the complex plane 

where  is the phase angle corresponds to phase difference between the applied voltage and 

current and  = 2f,  is the frequency of measurement. The magnitude of the impedance 

is given by | z | = 
 V𝑚𝑎𝑥

I𝑚𝑎𝑥
  . The typical AC complex impedance plot in the complex impedance 

plane is depicted in Figure 2.12. The impedance is composed of frequency-independent 

resistive term R and a capacitive term 1
j C

, where, 1j = − . The complex impedance Z* 

is expressed in terms of real and imaginary terms by the following equation 

 '( ) "( )Z Z jZ  = −  (2.12) 

where Z() and Z() are the real and imaginary part of the impedance. 

 '( ) cosZ Z =  (2.13) 

 "( ) sinZ Z =  (2.14) 

The complex impedance Z   has both magnitude Z and phase angle   and can be 

expressed in both polar as well as cartesian forms. 

In polar form, complex impedance ( )Z  may be written as  

 ( ) exp( )Z Z j  = −  (2.15) 

where   is expressed as 1 "
tan

'

Z

Z
 −= . Magnitude 2 2' "Z Z Z= +  and 

exp( ) os sinj c j  − = − . 

The obtained complex impedance from EIS can be compared or fitted with an equivalent 

circuit model comprising of resistor, capacitor, and an inductor or their series and parallel 
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combination which represent charge migration as well as polarization phenomena within 

the cell. Impedance plots for a pure resistance (R), capacitance (C), and their series as well 

as a parallel combination are shown in Figure 2.13. The equivalent circuit depends on the 

types of electrodes (reversible or irreversible) and electrolytes with single mobile ion species 

or double mobile ion species. The impedance plot of a pure resistor is a point on a real axis 

and a capacitor is a straight-line coinciding line parallel to "Z - axis at 'Z R=  is expected. 

Disordered electrolyte systems can be analyzed in terms of capacitive and resistive behavior. 

The impedance of a parallel RC combination is expressed as: 

 
*

1 1 1

1/ ( )Z R i C
= +  

(2.16) 

 

 *

1

R
Z

i RC
=

+
 

(2.17) 

 

 2
*

2 2 2 2 2 21 1

R R C
Z i

R C R C



 
= −

+ +
 

(2.18) 

 

where 
2 2 2

'
1

R
Z

R C
=

+
 and 

2

2 2 2
"

1

R C
Z

R C




= −

+
. 

When  = 0, 'Z R= and " 0Z =  when  = , ' 0Z =  and " 0Z = . Between these extreme 

values it can be seen that 'Z  and "Z  comply with the following equation:  

 22
2' "

4 2

R R
Z Z
 

= − + 
 

 
(2.19) 

 

 
2

2 2

"'
2 2

R R
Z Z

   
= − +   

   
 (2.20) 

 

This is an equation of a circle with a radius 
2

R and center at ,0
2

R 
 
 

as shown in Figure 2.13 

(d). Thus a plot of "Z vs. 'Z will result in a semicircle of radius 
𝑅

2
 which represents the 

response of a resistor R in parallel with capacitor C which will be a perfect semicircle 

intersecting the real axis at (R, 0). This plot is known as the ‘Nyquist plot’ or ‘complex 

impedance plot’, with the time constant or relaxation time  = RC = 1/max. When an ideal 

electrolyte sandwiched between two blocking electrodes, the response of the Nyquist plot 

consist semicircle (at high frequency) whose center lies on the real axis and the system can 

be regarded as a combination of a resistor (R) and a capacitor (C) connected in parallel 



Chapter 2 Theoretical Details 

 

46 | P a g e  
 

followed by spikes (Figure 2.14 a). The spikes at low frequency are observed in the typical 

Nyquist plot due to the blocking electrode which does not allow the ions to move in the 

outer circuit, merge or react with electrodes. At the low frequency of applied ac field, ions 

get accumulated at the surface of the electrode has the tendency to attract opposite charge 

ultimately form a double layer of charges at the electrode-electrolyte interface often referred 

to as “double-layer capacitance (Cdl)”. But the impedance spectra for the real electrolyte 

system is usually complicated. The Nyquist spectra consist of depressed or distorted 

semicircle and slanted or tilted spikes (Figure 2.14 b). A depressed semicircle represents the 

bulk properties of electrolyte whereas a spike represents electrochemical double-layer 

capacitance. For this distorted semicircle, the center of it lies below the real axis. For the 

polymer electrolyte system, this type of behavior has been observed by many researchers.  

Such deviation of impedance from the expected ideal behavior may arise due to properties 

of an electrolyte having the presence of inhomogeneities, distributed microscopic properties, 

non-uniform diffusion, non-ideal capacitive behavior (leaky capacitor), etc. and inclined 

spike at low frequency may come into the picture due to unevenness or roughness of the 

electrode/electrolyte interfaces, diffusion of species in the electrode/electrolyte interfaces. 

This deviation from the ideal behavior introduces a new element in the equivalent circuit 

termed as “Constant Phase Element (CPE)” instead of a pure capacitor (C) element. A wide 

range of reported materials has shown depressed semicircle indicating distributed element 

or distributed microscopic materials properties [51,52].  

In the case of polycrystalline materials, the electrolytes are to be considered as made up of 

crystalline region separated by grain boundary as shown in Figure 2.15(a). When the 

polycrystalline sample is sandwiched between the electrodes, the arrangement of the cell is 

regarded to be composed of the crystalline region (grain) + grain boundary + 

electrode/electrolyte interface. The conduction process occurs inside the grain (bulk 

conduction) along with grain boundaries (intergrain conduction). The two regions e.g. grains 

and grain boundaries can be considered to have two parallel R- CPE elements in series which 

followed by the CPE element arise as a result of an effective double-layer capacitance due 

to the electrode/electrolyte interfaces. Impedance plot for the same with the equivalent 

circuit is shown in Figure 2.15(b). First semicircle due to the presence of grain in 

polycrystalline material whereas the second semicircle represents the grain boundary effect. 

Conduction occurs inside the grain (intragrain or bulk conduction) and along grain 
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boundaries (intergrain conduction). It is assumed to be a faster movement of ions through 

the grain under the application of an AC electrical field. 
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Figure 2.13 Complex impedance plots and equivalent circuits 

 

The study of the Nyquist plot provides information regarding ion transport through polymer 

electrolyte. However, the impedance plot does not show direct frequency associated with it 
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so it is difficult to find the frequency-dependent parameter such as relaxation occurring 

inside the materials. In such cases, to inspect relaxation and dielectric behavior, the data are 

plotted using other functions associated with the impedance such as permittivity, electrical 

modulus, admittance. The relationship of all these functions with the impedance are given 

in Table 2.1. In the present work, impedance spectroscopy measurement has been carried 

out to determine the bulk conductivity of the polymer electrolytes as a function of 

composition and temperatures. 

 

  

 

Figure 2.14  Complex impedance plot of (a) ideal system (b) real system. 

 

 

 

 

 

Figure 2.15 (a) A polycrystalline sample sandwiched between electrode (b) Impedance plot of 

polycrystalline system. 
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2.5.2 Dielectric spectroscopy Techniques 
 

Generally, active dielectric material possesses a microscopic mechanism of dielectric 

polarization under the time-varying electric field. Thus, this type of material is suitable for 

energy storage applications. The process of relative shifting of the negative and positive 

charges within the dielectric material under the application of an external electric field is 

known as dielectric polarisation. We can write the relation between polarisation P and 

electric field E as: 

 
0P E =  (2.21) 

where 0 is the permittivity of free space, 8.854  10-12 F/m and  is susceptibility. 

Different mechanism of polarizations are involved in this process namely electronic or 

atomic polarization, ionic polarisation, orientation or dipolar polarization, space-charge or 

interfacial polarization [53]. Figure 2.16 shows the different polarisation mechanisms in an 

insulating material.  

Electronic or atomic polarization: A slight displacement of the electron of an atom with 

respect to the positive nucleus under the influence of an electric field is called electronic 

polarization. This type of polarization usually occurs at a higher frequency i.e. optical 

frequency. 

Ionic polarisation: The shifting of positive ion in the direction of the applied field and 

negative ion in the opposite direction of the applied field. This type of polarization is known 

as ionic polarisation. This type of polarisation is observed in ionic solid. 

Orientation or dipolar polarization: The alignment of permanent dipoles under the 

application of an applied field creating a net polarization, is called dipolar polarization. 

Dipolar polarization occurs in the material which possesses permanent dipoles. This 

polarisation occurs in the microwave frequency region.  

Space-charge or interfacial polarisation: The accumulation of positive and negative 

charges at negative and positive electrodes gives rise to polarization is called interfacial 

polarization. This kind of polarization occurs in dielectric material at a lower frequency 

where ions are capable to migrate over some distance through the bulk region of the 

material.   
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Figure 2.16  Schematic representation of polarisation (a) Electronic or atomic polarization (b) Ionic 

polarisation (c) Orientation or dipolar polarization (d) Space-charge or interfacial polarisation [54] 

Effect of frequency on polarization 

The dipoles of dielectric material align in the direction of the applied field when it is placed 

in an alternating electric field. The orientation of dipole requires a finite time to polarise. 

The displacement of charges occurs. The displacement of charges is linearly proportional to 

the applied field (D  E  D = E) and the proportionality constant is called the permittivity 

(). When AC field is applied to dielectric material the permittivity is represented by a 

complex number or complex dielectric (*) given as [55]  

 * '( ) "( )i    = −  (2.22) 

where  is real and  is the imaginary part of complex permittivity, respectively. Here   

also known as a dielectric constant which measures the charge storage in the material and 

 is dielectric loss and it measures the energy dissipation by the material to an external 

field. 

The dipoles are able to reorient themselves along in the field direction when the frequency 

of dipole matches with the frequency of the AC field is called relaxation frequency.  At this 

frequency, the dielectric loss that is energy loss in the form of heat would be maximum. 

Above the relaxation frequency, dipoles will no longer be able to align with the change in 

the frequency of the applied field and the polarization becomes “frozen” and no longer 

contributes towards polarisation. Figure 2.17 shows the different polarisation mechanisms 

as a function of frequency. At higher frequency i.e., optical frequency, only electronic 

polarisation occurs and the peak is observed at the frequency  1015 Hz due to resonance 
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effect. The dipolar polarization occurs in the microwave frequency region where dipoles are 

able to respond with field and loss is maximum at the resonant frequency.  The space charge 

polarisation has a slower response to frequency. The polarisation mechanism gives rise to 

the dielectric constant and dielectric loss of the material. 

 

Figure 2.17  Dielectric constant, dielectric loss, and different polarization mechanisms as a function 

of frequency [56]. 

As shown in Figure 2.17, the material consists of different types of polarization occurring 

in electronic, atomic, ionic, dipolar, etc. with different relaxation times in the system within 

a particular frequency range. This data is represented by using this formalism (Eq. 2.22)  to 

provide the dielectric properties of the materials. Dielectric properties provide information 

regarding the polarization phenomenon occurring in the materials such as ion polarization, 

molecular motion, and their dielectric relaxation behavior [57,58]. A frequency-dependent 

dielectric study was reported by Cole-Cole [59]  and thereafter it was adopted to characterize 

a wide variety of solid materials. Dielectric formalism has been used to investigate dipolar 

relaxation in solids and liquids where reorientation of permanent dipoles give rise to 

characteristic frequency-dependent features of the complex permittivity [59]. 

Dielectric polarization was first proposed by Debye in 1912. It is given below 

 *( )
1

s

i

 
  






−
= +

+
 (2.23) 

where  is the relaxation time of the dipoles, s and  are the static and high-frequency 

dielectric parameters. The Eq. 2.23 is known as the Debye equation for the system with a 

single relaxation time. 
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Figure 2.18  Schematic representation of Debye relaxation behavior [53] 

In practice, very few materials obey Debye type relaxation having a single relaxation time. 

In disordered materials, e.g. amorphous materials, polymers or glasses,  it is often found that 

the peak is broader than the Debye peak which can be interpreted as distributions of 

relaxation times rather than single relaxation time [52,60]. 

The loss of power in the form of heat under the application of an electric field is known as 

dielectric losses.  In the ideal dielectric, the current leads to the voltage by 90 under 

application of alternating voltage  (Figure 2.19).  

 

Figure 2.19   Vector diagram of complex dielectric permittivity 

 

 

From the complex plane, 

 "
tan

'





=  (2.24) 
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The above equation referred to as “tangent loss” is the ratio of the imaginary part (energy 

lost) to real part  (energy stored) of dielectric permittivity. A typical plot of tan  shows a 

well-defined characteristic peak as shown in Figure 2.18. The tangent loss is an important 

parameter to describe the dielectric properties of the polymeric material [55].  

2.5.3 Modulus Formalism 

The electric modulus was first introduced by McCrum et al. and defined as reciprocal of 

complex permittivity [61,52]. 

 * * ' "

0*

1
( )M j C Z M jM 


= = = +  

(2.25) 

 

 

 
2 2 2 2

' "
' "

' " ' "

j
M jM

 

   
+ = +

+ +
 

(2.26) 

 

This formalism was applied by Macedo et al. to analyze the relaxation process in the ionic 

conductor [62]. Hodge et al., have also stressed the electric modulus for dealing with ion-

conducting materials, for the reason it emphasizes on bulk properties of the materials [63]. 

The main advantage of using Modulus formalism is to eliminate the factitious effect due to 

two material’s interface or contact (Maxwell–Wagner effect). Due to the difference between 

the relaxation time of charge carriers in these two materials, charges accumulate at the 

interface of two materials known as Maxwell–Wagner effect [64].  Modulus spectroscopy 

suppresses the effect of electrode polarization and highlights the bulk conductivity [65]. The 

complex modulus (M*) formalism is used to investigate the conductivity relaxation 

phenomenon [66]. The modulus plot shows typical features as shown in Figure 2.18 where 

M(real part of the modulus) exhibits a step-like behavior and imaginary part of modulus 

M exhibits a sharp peak called Debye peak (FWHM = 1.44) with a single relaxation time. 

This type of behavior is generally observed for the ideal solid electrolyte for which the center 

of the semicircle (represented by parallel R and C combination) lies on the real axis. But in 

the real solid electrolyte (e.g. amorphous material, polymers, glasses), a depressed 

semicircle is observed whose center of the semicircle lies below the real axis ( Figure 2.14 

(b)). Hence, modulus spectra shows asymmetric and broader than Debye peak with a wider 

distribution of relaxation time [67].  
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Furthermore, the electric modulus (M*) can be expressed as the Fourier transform of 

a relaxation function  (t) 

 
*

0

1 exp( )
d

M M t dt
dt








  
= − − −  

  
  (2.27) 

Further, the broader nature of M than Debye peak can be well ascribed by stretch 

exponential Kohlrausch-Williams-Watt (KWW) function represented by [62] 

 ( / )

0( ) tt e
  −=  (2.28) 

where (t) function is the time evolution of the electric field within the material,  is 

characteristic relaxation time and  (0 <  < 1) is the stretching exponent. The  can be 

extracted by knowing full width at half maximum (FWHM) using the following relation 

 1.14

FWHM
 =  (2.29) 

If the value of   1, then it denotes the departure from ideal behavior. 

The left side of the Mmax (Figure 2.18) determines the long-range motion of charge 

carriers and contributes to DC conductivity, whereas on the right side of it (f > fmax), the 

charge carriers are confined to their potential well and short range of the motion of charge 

carriers. 

The frequency corresponds to a peak in M spectrum is called characteristics 

frequency fmax. The conductivity relaxation time can be given by the following relation  

 
max 1  =  (2.30) 

Where max = 2fmax is angular frequency corresponds to peak maxima and  is conductivity 

relaxation time. 

2.6 Frequency-Dependent Conductivity 
 

To study the ion conduction mechanism in polymer electrolytes, the application of the AC 

field plays an important role. Generally, the electrical characterization can be done by 

application of DC and AC electric fields to the materials. In the case of the application of 

the DC field to ionic material results in the polarization of material hence it can be applied 

to only electronic materials, not to ionic or mixed electronic-ionic systems. To resolve this 

problem, the AC technique is preferable over the DC technique. A large number of studies 
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has been carried out to investigate the ion conduction mechanism in an ionic conductor by 

application of AC field [68]. 

2.6.1 Jonscher’s Power Law 
 

The charges in the ionic conductor can migrate under the application of an electric field and 

it measures the flow of charge carriers. The frequency-dependent ionic conductivity 

generally follows Jonscher’s power law [60]. 

 ( ) n

dc A   = +  (2.31) 

where ( )   is the total ionic conductivity, 
dc is the direct current (DC) ionic conductivity. 

nA is a dispersive component of AC ionic conductivity which is power low as a function 

of frequency, where A is pre-exponential factor measure the strength of polarizability and n 

frequency exponent represent the degree of interaction between ions and lattice or its 

environment.  

 

Figure 2.20 Typical AC ionic conductivity plot (log  vs. log f) for ionic conductor [69] 

 

A typical plot of the AC ionic conductivity (log  vs. log f) is shown in Figure 2.20. 

Generally, the AC conductivity behavior shows three regions (i) low- frequency dispersive 

region due to an electrode- polarization. (ii) mid-frequency plateau region (iii) high-

frequency dispersive region. The low-frequency dispersive region is due to the accumulation 

of charges at the electrode-electrolyte interface where slow periodic reversal of the electric 

field is present. The mid-frequency region is the plateau region (almost constant values with 

the change in frequencies) corresponds to DC conductivity. This is due to the long-range 
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diffusion of ions from one available site to another. The high-frequency dispersive region 

follows a power law ( ) n   . The conductivity increases sharply with an increase in 

frequency. This power-law behavior has been observed in a wide range of disordered 

materials, hence called “Universal Power Law” by Jonscher [60,70]. Initially, Jonscher 

constrained the values of n to be 0 < n < 1, then it was extended to n > 1 with time as it was 

found to be greater than 1 in many kinds of literature [71-73].  

In a time-varying field, the complex quantity can also be displayed in different forms 

such as complex admittance (Y  ), complex permittivity (  ), complex modulus( *M ), loss 

tangent ( tan ), etc. To study ion dynamics, various formalisms of impedance spectroscopy 

is used. All these formalisms are related to complex impedance ( *Z ) and are given in Table 

2.1. 

Table 2.1 Different formalisms of Impedance spectroscopy 

Formalism Equation 

 

 

              Impedance 

* ' "Z Z iZ= −  (2.32) 

'

"

cos

sin

Z Z

Z Z





=

=
 (2.33) 

Where, 

2 2' "Z Z Z= +  
(2.34) 
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* ' "

*

1
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Z
= + =  (2.35) 

2 2' "

'
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+
 (2.36) 
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+
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     Dielectric Modulus 

* ' " *

0*

1
M M iM i C Z


= + = =  (2.44) 

"

0'M C Z=  (2.45) 

'

0"M C Z=  (2.46) 

where t = Thickness of the film 

A= Cross-sectional area of electrode-electrolyte contact, 

0

0

A
C

t


= , where, 

0C = Vacuum capacitance and 

0
 = permittivity of free space = 8.8510-12 F/m. 
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