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Abstract 

Machine vision is the process of receiving and analyzing visual information by digital 

computer. The research on machine vision focuses on methods and systems for 

analyzing images. Visual analysis of the objects attempt to detect, identify and track 

the moving objects like people or vehicles. It also interprets the object behavior from 

image sequences involving the objects. Object motion analysis has attracted a great 

interest due to its promising application in the real world such as Visual Surveillance, 

Traffic Monitoring System, Perceptual User Interface, Animation Film, Video 

Games, Content based Image Storage and Retrieval, Video Conferencing, Athletic 

Performance Analysis, Virtual Reality, Biometric Security, Animal Behavioral 

Science,  Human Assisted Motion Annotation, Video Compression, Medical Robots, 

Military Robots, Pick and Place Industrial Automation, Robotics  etc.  

 

Recognizing the objects and perceiving actions of the objects are prerequisites for 

Machine Intelligent System. The goal of this research work is to develop a 

generalized model that can identify the moving objects and also able to estimate the 

motion parameters such as location, direction and speed of moving objects from the 

image sequences generally captured with the help of CCD Camera for machine 

intelligence application. The Machine Intelligence System involves mainly two tasks 

that are Object Recognition and Visual Tracking. 

 

Feature extraction is a key element for designing a Classifier used for Object 

Recognition. Feature extraction has been carried out in the frequency domain. For 

more efficient feature extraction, Unsharp Filter and binary threshold is used before 

applying feature extraction. Unsharp filter amplifies the high frequency components 
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which enhances the edges of an image. Feature extraction coefficients are extracted 

by applying Discrete Contourlet Transform that overcomes the problem of 

representing an image with smooth contours in different directions by providing two 

additional properties that are directionality and anisotropy as compared to the 

Discrete Wavelet Transform (DWT). Principal Component Analysis (PCA) has been 

carried out for dimensionality reduction to create the feature matrix. For feature 

matching, Euclidean distance classifier and back-propagation neural network have 

been used. The results of discrete Contourlet transform are compared with Discrete 

Curvelet Transform. The Discrete Contourlet transform is more efficient and robust 

method than the Discrete Curvelet Transform.  Efficiency of the Classifier has been 

tested using various types of datasets like face dataset and vehicle dataset. 

 

Visual tracking task has been implemented for single visual tracking and multiple 

object tracking. Two different approaches are used for both tasks. For single object 

tracking, a novel Block Matching Algorithm using Predictive Motion Vector based on 

3D color histogram has been proposed and implemented efficiently. System tracks the 

single object selected by the user. Different conditions of the object like similar type 

of background and foreground, object moving near to frame boundary, object with no 

motion in the frame sequence etc. are efficiently implemented. 

 

For efficient multiple object tracking, hybrid tracker is used. Hybrid tracker is a 

combination of color statistics and features of objects. Blob tracking algorithm is used 

for efficient tracking. The objects are tracked by temporal relationships between blobs 

without using domain-specific information. For further improvement in the 

conventional blob tracking, color segmentation is applied to retrieve color statistics of 

the object. To eliminate the effect of the shadow and lighting effect, all color space is 

converted to YCbCr color space which is widely used for video processing. Pre-

processing is applied for better blob extraction. 

 

A distinctive feature of the proposed algorithm is that the method operates on region 

descriptors instead of region themselves. This means that instead of projecting the 

entire region into the next frame, only region descriptors need to be processed. 

Therefore, there is no need for computationally expensive models. Object statistics 
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has been calculated using Blob Analysis Algorithm.  Region tracking and matching is 

implemented using Color Histogram and 2D Moment Invariants. Contourlet 

transform features are used for matching, to overcome the tracking problem of same 

color objects (same histogram). Centroid Statistics is used to measure the distance 

and direction of the object with respect to the previous frame. Different statistical 

conditions are incorporated for making efficient algorithm. Vehicle classifier is also 

incorporated which displays the class of vehicle indicating car; bus etc in the 

visualization of tracking.  

 

For calculating motion estimation parameters like actual speed of the object, the 

camera modeling parameters are calculated and converted from image space to the 

actual object space. For low cost development of the software model, simple digital 

camera is used. For Visual surveillance application, software model has been 

developed for calculating the actual focal length, distance between the object and 

camera and Magnification ratio from parameters of the camera. 
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Chapter 1 

1  Introduction 

The modern era of automation demands the involvement of machine to perform 

critical tasks efficiently and accurately for convenience and enhancement of the 

quality of life. These demands focus on the research to develop an intelligent system 

having the ability to perceive, calculate and learn from the experiences. One of the 

key motivations behind the use of intelligent technologies is the fact that they can 

deal with human cognitive limitations, i.e., human failure to monitor all information, 

to resolve complex and conflicting situations, to identify high-revenue opportunities 

or to prevent high-cost mistakes.  

 

Intelligent systems aim to realize the real world applications targeted to Automated 

Visual Surveillance, Traffic Monitoring System, Intelligent Vehicle System, Robot 

Navigation and Animations etc [1].  

 

 Automated Visual Surveillance System: The smart surveillance system works over 

security-sensitive areas such as banks, departmental stores, parking lots, and borders 

of the countries. In present systems, surveillance camera outputs are recorded into the 

video archives. These video data are currently used as forensic tools after the 

incidence.  For real time analysis, security officers need to be alert in the control 

room for continuously watching the progress of the events. There is a need of alert 
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only when the motion is detected. So it is necessary to build generalized model which 

can work effectively for real time applications under the normal conditions [3].  

 

 Traffic Monitoring System: Traffic monitoring system identifies the types of the 

vehicles and monitors the flow of vehicles. Traffic monitoring system needs to 

estimate the speed and direction of the moving vehicles and pedestrians and also the 

traffic intensity for the prevention of the road accidents. Traffic monitoring and 

controlling can also be made more effective with the help of automatic toll collection 

system if any. Automation of toll collection system eliminates the delay on traffic 

roads and tolls electronically. Presently used electronics sensors like optical, 

electromagnetic, radar and sonic etc are very costly. These necessitate the designing 

of low cost system for traffic monitoring and automatic toll collection centre [1], [6]. 

 

 Intelligent Mobile Robot: Intelligent Mobile Robot has ability to determine its own 

position in its frame of reference and then to plan a path towards some goal location. 

For planning the path; object localization, speed and direction are required to avoid 

the collision and navigating safely in the environment [3]. 

 

 Multimedia Animation and Video Application: Automatic motion capture 

algorithm in Camera Tracking is used in broadcasting and cinema for visual effect 

creation [1].  

 

Currently, very few algorithms exists that can perform motion detection and 

classification reliably and efficiently with high accuracy and execution speed for the 

real time applications. This thesis is an attempt to provide an effective and robust 

solution which is used to identify the object and also to extract the motion parameters 

from the moving object from image sequences.  

 

1.1 Machine Intelligence System 

 

The Machine Intelligence system extracts the information from image or image 

sequences stored in digital computer. The image data can take many forms, such as 
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video sequences, views from multiple cameras, or multi-dimensional data from 

medical scanners etc. Machine Intelligence systems are linked with Artificial 

Intelligence (AI) which is the key computer technology applied to manage the 

knowledge and human resources.  

 

Since the mid-1980s, there has been sustained development of the core ideas of 

artificial intelligence, e.g. representation, planning, reasoning, natural language 

processing, machine learning, and perception. In addition, various sub-fields have 

emerged, such as research into autonomous, independent systems (hardware or 

software), distributed or multi-agent systems, coping with uncertainty, effective 

computing/models of emotion, motion and manipulations, general intelligence etc. 

Figure 1.1 shows the traits which have received the most attention [2].  

 

 

 

Figure 1.1 : Machine Intelligence System 
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The fragmentation of AI into specialized sub-fields has produced powerful 

component methods for standalone algorithms in almost many of the research areas. 

Many research papers have been published about the different algorithms in different 

domains, but relatively less attention has been paid to situations involving multiple 

domains. It is needed to combine sub-field technologies of AI towards the 

construction of integrated cognitive systems that mimic broad human-level 

intelligence. 

 

Challenges for developing Machine Intelligence Software System based on image 

analysis: 

 

 Inferring three-dimensional structure from two-dimensional images is inherently 

ambiguous. 

 

 Reflection from the object surface, inhomogeneous illumination and discontinuity 

of the reflecting surface at the object borders are potential causes for uncertain 

information due to the spatial changes in the intensity. 

 

 Occlusions are the frequent source of the ambiguity. 

 

Limitations: 

 

Machine Intelligence System consists of two main components: Image capturing and 

Analysis of captured image. Image capturing can be done easily with 2D CCD image 

sensors with millions of pixels. Line cameras, logarithmic image sensors, CMOS 

sensors are also used for high resolution, high dynamic range, and low power 

consumption. However the cost involvement is more in all these devices. While 

analyzing of the captured image, there is a problem on two aspects: speed and quality 

of the processing images. Cameras and other image capturing devices produce large 

amounts of data. Although processing speed and storage capabilities of computers 

have been increased tremendously in the last decade, processing high resolution 

images and videos are still a challenging task.  Much more work has been carried out 

for offline or desktop processing, but very few algorithms have been developed for 
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real time applications. Depending on the applications, Intelligence systems try to 

extract different aspects of the information contained in an image or a video stream 

[6]. For example, moving objects are discarded to infer a structural object model from 

a sequence of images, whereas for the control of mobile robots, analysis may start 

with motion model of objects.  

 

Two main approaches exist for interpretation of images: bottom-up and top-down.  

Bottom up approaches are mostly used for recognition and classification systems like 

character recognition system, biometric recognition system etc. The top-down 

approach for image analysis start with the object models rather than image. Top-down 

techniques are used for image registration and for tracking of objects in image 

sequences [6]. The hypothesis can be generated by predictions which are based on the 

analysis results from the preceding frames. Recognizing the objects and perceiving 

actions of the objects are prerequisites for Machine Intelligence System. The Machine 

Intelligence System involves mainly two tasks: Object Identification and Visual 

Tracking. 

 

1.1.1 Object Identification 

 

Object Identification or Object classification of moving objects in video streams is the 

first relevant step of information extraction in many computer vision applications. 

Object Recognition in machine vision is the task of finding an object in the given 

image or video sequence. Humans recognize an object with little effort. But for a 

machine, an image is a projection of 3D structure to 2D. Differing appearance of the 

same object with variation in the different viewpoints, viewing distance, scaling, 

translation, rotation, varying illumination, cluttered background, intra-category 

appearance variations etc. make the task difficult. Object should be recognized even 

when they are partially obstructed from view. This task is still a challenge in machine 

vision. 

 

A complete Object recognition system consists of following Modules [4] as shown in 

the Figure 1.2: 
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1. Data Acquisition 

2. Pre-processing 

3. Feature Extraction and Feature Selection 

4. Model Selection and Training 

5. Performance Evaluation  

 

 

                                                                                                                                         

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.2 : Modules of Object Recognition System 

Data Acquisition 

Pre-processing 

Feature Extraction                                                                                              

and                                                                                                                    

Feature Selection 

 

Model Selection                                        

and                                                     

Training 

Performance Evaluation 

Solution 
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1. Data Acquisition:  One of the most important requirements for designing a 

successful object recognition system is to have adequate and representative training 

and testing datasets. A sufficient amount of training dataset required to learn a 

decision boundary as a functional mapping between the feature vectors and the 

correct class labels. There is no rule that specifies how much data is sufficient. 

Designer must select the types of sensors or measurement schemes that provide the 

data such that it should be able to design the classifier effectively [4]. 

 

2. Pre-processing: The goal is to condition the acquired data such that noises from 

various sources are removed as much as possible. Various filtering techniques are 

used if the user has prior knowledge regarding the spectrum of the noise.  

Conditioning may include the normalization of the data with respect to the mean and 

variance of the amplitude of the data normally called feature value.  Pre-processing 

used for deblurring, image enhancement or edge detection depends upon the 

application domain [4], [6]. 

 

3. Feature Extraction and Feature Selection:  The goal of this step is to find 

preferably small number of features that are particularly distinguishing or informative 

for the classification process and that are invariant to irrelevant transformations of the 

data. Better discriminating information may reside in the spectral domain or frequency 

domain. Feature extraction is usually obtained from a mathematical transformation of 

the data. In the spatial domain, feature descriptors are extracted using colors, 

geometric primitives like line and circles or textures. In the Frequency domain, 

feature extractions are performed by applying Discrete Cosine Transform (DCT), 

Discrete Fourier Transform (DFT), Fast Fourier Transform (FFT), Discrete Wavelet 

Transform (DWT) etc. Some of the methods find intensity discontinuity points which 

are invariant to rotation, translation, scale [1], [4]. 

 

4. Model Selection and Training: After acquiring, pre-processing and extracting the 

most informative features of the training dataset, classifier and training algorithms are 

selected. Classification can be considered as function approximation problem which 

can use variety of mathematical tools, such as optimization algorithms. Most common 

object recognition algorithms use statistical approaches or Neural Network 
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approaches. Statistical pattern recognition uses Bayes Classifier, Naïve Bayes 

Classifier, K-Nearest Neighbour (KNN) classifier etc. Neural Network approaches use 

Multi-layer Perceptron (MLP), Radial Basis Function (RBF), Support Vector Machine 

(SVM), Self Organizing Map (SOM) [1],[3],[4] etc. 

 

 Statistical Approach: 

 

Bayes Classifier: Bayes Classifier uses data points those are assumed to be drawn 

from a probability distribution, where each pattern has a certain probability of 

belonging to a class, determined by its class conditioned probability distribution. A 

given d-dimensional x = (x1,………,xd) needs to be assigned to one of the c classes 

w1,…….,wc. The feature vector x that belongs to class wj is considered as an 

observation drawn randomly from a probability distribution conditioned on class 

wj, P(x|wj). This distribution is called the likelihood probability. The Bayes 

theorem takes the prior likelihood of each class into consideration. Disadvantages 

of Bayes classifier is the difficulties in estimating the likelihood probabilities, 

particularly for high dimensional data. To overcome the problem Naïve Bayes 

Classifier is used. The main advantages of Naïve Bayes classifier is that it only 

requires univariate density to be computed, which are much easier to compute than 

the multivariate densities. The main disadvantage is that dependencies among the 

class cannot be modeled by Naïve Bayesian classifier [4]. 

 

K-Nearest Neighbour (KNN) Classifier: KNN classifier can be used as a 

nonparametric density estimation algorithm, and is most commonly used as a 

classification tool [2],[3]. The top k matches are then used to obtain a 

classification. Typically some sort of majority vote is used to determine the label 

assigned to the query object. This classification requires no training, although the 

value of k needs to be determined somehow. If it is too small, the classifier 

becomes sensitive to noise and if it is too large the computational time increases 

and becomes biased towards the classes with the larger number of members. A 

commonly used version of the k-NN is the Nearest Neighbour (NN) classifier 

where k is equal to one. The disadvantage of this scheme is that the quality of 
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results depends on the training set. These algorithms have no computational cost 

of training but more computational cost during the testing of features.  

 

 Neural Network Approach: 

 

Multi-Layer Perceptron (MLP): The Multi-Layer Perceptron is one of the most 

popular classification techniques. Jones [5] showed that a MLP with just two 

layers using a sigmoid activation function can approximate any function to an 

arbitrary error. The main disadvantages that, MLP suffers from the computational 

cost as it increases at an exponential rate as number of dimensions increases. The 

MLP works by propagating an input pattern through a number of layers with 

varying numbers of nodes. Each node has a weight assigned to it and has some 

activation function assigned to it. The activation function of a MLP determines 

what sort of functions it can represent. If the activation function is linear, then the 

network is no more powerful than a single layer network. A sigmoid activation 

function is used which performs a non-linear mapping allowing much more 

powerful networks to be built. Typically MLPs are trained using the back-

propagation algorithm. This algorithm takes into account the individual 

weightings within the network and can choose the best change to get the weights 

per iteration.MLP better handles the classification type problems [1],[3],[4]. 

 

Radial Basis Function Network (RBF): The Radial Basis Function network 

classifier [1], [4] is a technique that relies upon casting the classification problem 

into a much higher dimensional space than the input vector in order to increase 

the likelihood of creating a linearly separable problem. An RBF network consists 

of a number of input nodes, a hidden layer and an output layer. The hidden layer 

typically uses a Gaussian activation functions to perform a non-linear transform. 

This layer will also contain many more nodes than the input to cast into the higher 

dimensions. The output layer consists of a number of linear activation functions. 

The RBF uses a randomly initialized set of weights as it gives the different result 

each time it is trained. The training process should be able to reduce the effects of 

initial conditions if enough numbers of iterations are performed. Training a RBF 

network is faster than training a MLP network. Training is split into two fast 
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stages. The first stage uses an unsupervised method to determine the parameters 

of the basis functions. The final stage solves a linear problem, mapping the hidden 

layer to outputs. RBF performs well on function approximation problems. 

 

Support Vector Machine (SVM): The Support Vector Machine (SVM) is a 

popular and powerful classification technique [4]. It is a kernel based technique 

which does not suffer from the curse of dimensionality like those other 

classification techniques. Due to the kernel nature of the support vector  machine, 

different types of network can be built, such as polynomial learning machines, 

radial-basis function networks and two-layer Perceptron. An attribute particular to 

SVMs is that they can provide good generalization performance even though they 

do not incorporate problem-domain knowledge. The SVM is traditionally a 

Binary Classifier. This method significantly increases computation expense as the 

number of classes increase. The one-versus-many method trains one classifier for 

each class. Training examples are labeled with '1' if they are of the target class or 

'-1' otherwise. The label associated with the classifier returning the largest 

positive distance from the decision boundary is selected to make the 

classification. The one-versus-one method trains a classifier on every possible 

pairing of classes. The Final classification is made by a voting process where each 

classifier can vote for one of the two classes. The winning class is then used to 

make the classification. The third method, DAG (Directed Acyclic Graph)-SVM, 

is similar to the one-versus-one method except a directed acyclic graph is 

constructed such that each classifier is a node in the tree and the leaves are the 

resulting classes. This reduces the number of classifications required whilst 

keeping a similar level of performance. 

 

Self Organizing Map (SOM):  Self Organizing Map (SOM) transforms an input 

pattern of arbitrary dimension into a one- or two-dimensional discrete map and 

performs this transformation in a topologically ordered fashion[1], [4]. The SOM 

algorithm is simple to implement, however very difficult to analyze 

mathematically. There are three essential processes called competition, co-

operation, and synaptic adaptation. During competition, neurons in the network 

compute their respective clause of a Discriminant function. This Discriminant 
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function provides the basis for competition among the neurons. The neuron with 

the largest value of discriminant function is declared the winner. During co-

operation the winning neuron determines the spatial location of a topological 

neighbourhood of excited neurons, providing the basis for co-operation. During 

synaptic adaptation the excited neurons increase their individual values of the 

discriminant function in relation to the input pattern through suitable adjustments 

to their synaptic weights. Adjustments are made so that a similar pattern returns 

an enhanced discriminant value. 

 

5. Performance Evaluation: To get a good estimate of the generalization ability of a 

classifier, different methods like split-sample, cross-validation, Boot strapping are 

used. Performance evaluation can be done by splitting the entire dataset into two 

parts, training dataset and testing dataset where the training dataset is used for actual 

training and testing dataset is used for testing the true field performance of the 

algorithm. Since adequate and representative training dataset is highly important for 

successful training, no rules are fixed about the size of training and testing dataset [2], 

[3]. 

 

Split-Sample: A commonly used method for classifier training and validation is 

Split-Sample Validation [6]. The data set is split into a training and validation set 

(often a 50% - 50% or 75% - 25% split). The classifier is trained using the 

training set, and validation is performed on the validation set. The greater the 

number of samples, the closer to the true error the estimate will be. This means 

that for small numbers of samples the estimate is likely to be inaccurate. 

 

Cross-validation: Cross-validation has been used to select classifier training 

parameters [7] and to estimate the generalized performance of a particular set of 

parameters. In this situation, training and testing data sets are produced. The 

training data set is further partitioned into an estimation and validation set. For 

each set of parameters, a classifier is trained using the estimation set and its 

performance evaluated using the validation set. The best performing set of 

parameters is then selected and its performance is evaluated using the test data set 

to avoid problems of over fitting the training data. 
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Alternatively cross-validation can be used to provide a better generalization 

estimate than split-sample when small data sets are available. One approach that 

has been accepted to provide the reasonably good estimate of the true generalized 

performance uses k-fold cross-validation. In k-fold cross validation, the entire 

available training dataset is split into k > 2 portions, creating k blocks of data. 

Among these k blocks, k-1 blocks are used for training. This procedure is 

repeated k times using different blocks for testing each case. The average 

performance is declared as the estimate of the generalized performance of the 

algorithm. It is computationally expensive for larger data sets or high values of k. 

 

Boot Strapping: Boot strapping is similar to cross-validation except that it uses 

sub-samples of the data set instead of sub-sets. A sub-sample is random sampling 

with replacement of the original data set allowing sub-samples to be of nearly any 

size as required. This is useful when data sets are unbalanced or too small [2]. 

 

1.1.2 Visual Tracking 

 

In the Visual Tracking, the motion of an object and interpretation of the object 

behavior are performed from image sequences or consecutive video frames. Object 

motion analysis has attracted a great interest due to its promising applications in the 

real world. Motion Parameters like location, directions and speeds are derived for the 

learning of Machine Intelligence System. Visual tracking task becomes complicated 

due to static occlusion, dynamic occlusion, varying size and shape of objects in video 

sequences. Also object tracking algorithm must be capable of handling trajectory part 

like static occlusion, dynamic occlusion and tracking complications like splitting and 

merging as well as object appearance and disappearance successfully. For video 

tracking, the task is difficult when objects are moving fast relative to the frame rate. 

Complexity of the problem increases when tracked object changes shape and 

orientation over a time. For these situations video tracking systems usually employ a 

motion model which describes how the image of the target might change for different 

possible motions of the object.   
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Typical motion tracking system is described as shown in the Figure 1.3. Motion 

tracking algorithms mainly involve Motion Segmentation, and Tracking [3]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.3 : Modules of Visual Tracking System 

 

Motion segmentation aims at decomposing an image in objects and background to 

find the motion of the object. The information like textures or statistical descriptors, 

edges, colors can be extracted from a single image which used for object 

segmentation. Typical segmentation techniques such as region growing, splitting and 
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merging, watershed, and histogram based algorithms, active contours, graph 

partitioning, and level sets [8], are some of the most widely used techniques.  

 

Motion segmentation can be done in many ways: 

 

Background Subtraction is particularly popular method with a relatively static 

background. It is extremely sensitive to changes of dynamic scenes due to lighting. 

To avoid the problem, a procedure is used to update the background model. Each 

image in current image can be classified into foreground and background by 

comparing the statistics of current background model. This approach is popular due to 

its robustness to noise, shadow, change of lighting conditions etc. Intensity 

thresholding, Gaussian mixture models are used for background model [3], [34].  

 

An approach of temporal differencing makes use of pixel-wise difference between 

two or three consecutive frames in an image sequence to extract the moving regions. 

Temporal differencing is very adaptive to dynamic environments and having poor 

result of extracting features. An improved version uses three frames differencing 

instead of two frame differencing [8], [9].  

 

Optical flow is generally used to describe coherent motion of points or features 

between image frames. Motion segmentation based on optical flow uses 

characteristics of flow vectors of moving objects over time to detect change of 

regions in an image sequence. For Most flow computation, methods are 

computationally complex and very sensitive to noise, and cannot be applied to video 

streams in real-time without specialized hardware [9]. 

 

Tracking can be employed using two approaches:  Shape based tracking in which 

image blob area, blob bounding box are considered for tracking. Motion based 

tracking considers periodicity property of the object motion or time frequency 

analysis of the object [1], [17]. 

 

Tracking over time typically involves matching objects in consecutive frames using 

features such as points, lines or blobs. That is, tracking may be considered to be 
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equivalent to establishing coherent relations of image features between frames with 

respect to position, velocity, shape, texture, colour, etc [3]. Blob Tracking involves 

detection of blobs of the object interior using thresholding technique or block 

matching techniques. Model based Tracking uses the geometric structure of an object 

and can be represented as stick figure, 2D contour or volumetric model. For small 

number of objects, model based approaches are efficient. Since it depends upon the 

geometric model it is not able to handle the occlusion as geometric model is 2D 

model. Feature based Tracking method uses sub-features such as distinguishable 

points or lines on the object to realize the tracking task. Its benefit is that even in the 

presence of partial occlusion, some of the sub-features of the tracked objects remain 

visible. Feature-based tracking includes feature extraction and feature matching. 

Low-level features such as points are easier to extract. It is relatively more difficult to 

track higher-level features such as lines and blobs. Active Contour Based Tracking 

uses active contour models, or snakes, aims at directly extracting the shape of the 

subjects. The idea is to have a representation of the bounding contour of the object 

and keep dynamically updating it over time. It reduces the computational complexity 

compared to the region based tracking. Initializations of contours for moving objects 

are quite difficult, especially for complex articulated objects. Region based tracking is 

used to identify a connected region associated with each moving object in an image, 

and then track it over time using a cross-correlation measure. Region-based tracking 

approach has been widely used today. Video tracking has been difficult in congested 

situation. 

 

1.2 Overview of the Proposed Work 

 

This thesis is an attempt to develop effective solutions for object tracking with 

recognition. It has been observed that the existing methods offer scope for 

improvement.  The objective is to propose a new and efficient approach suitable for 

Machine Intelligence System which identifies the object and extract the motion 

parameters by analysis of visual tracking of the object. Development of the software 

model is targeted to the applications such as automated Visual surveillance systems, 
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Traffic monitoring system; self guided vehicles, automatic guided machines and 

different robotics application under the normal conditions. The thesis presents the 

software model with the following components: 

 

 Perform the motion segmentation. 

 

 Tracking of the moving objects by locating them in each frame of the 

sequence. 

 

 Classification of the object. 

 

 Extraction of motion parameters such as location, direction and speed. 

 

Research is conducted in each area of motion segmentation, motion tracking and 

object classification. A suitable approach for each of these components is chosen by 

analyzing the strengths and weaknesses of the reviewed techniques. Each process has 

been implemented and tested with real image sequences, and combined to produce an 

efficient machine intelligence system which can automatically detect, classify and 

track the object.  

 

1.2.1 Contribution 

 

To develop the software model for object identification and estimation of motion 

parameters, two different tasks are considered:  Object Classification and Visual 

Tracking. After an exhaustive comparative study of available alternatives for each 

method, several enhancements to achieve efficient results for both the tasks have been 

proposed. Basically these include choice of best approaches for the task and proposed 

modifications to these approaches for improving their results. 

 

Object Classification: 

 

Context understanding is the key element when developing an information retrieval 

model for machine intelligence application. An efficient model is required that 
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encodes and classifies video objects such as humans, vehicles, buildings, etc. Thus, it 

is required to design a generalized object classifier to identify or classify the objects 

of interest based on the application.  

 

For designing the general Classifier system, a novel feature based object classification 

using Discrete Contourlet Transform and Principal Component Analysis (PCA) has 

been proposed. Feature extraction has been carried out in the frequency domain. For 

better result compared to the conventional discrete Contourlet Transform, pre 

processing and filtering stages are applied which enhance the edge details of the 

images. Feature extractions are performed with the preprocessed images that give 

more efficient result than the discrete Contourlet transform method. For efficient edge 

point feature extraction, Unsharp Filter is used before feature extraction. Unsharp 

filter amplifies the high frequency components which enhances the edges of an 

image. 

 

Feature extraction coefficients are extracted by applying Curvelet transform that 

overcomes the problem of representing an image with smooth contours in different 

directions by providing two additional properties: directionality and anisotropy [28] 

as compared to the Discrete Wavelet Transform (DWT).  The Curvelet Transform 

was developed initially [28] in the continuous domain via Multiscale filtering 

followed by a block based Ridgelet transforms applied to the subband images. Since 

it is a block based transform, either the approximated images have blocking effects or 

overlapping windows are required for calculations that increase the redundancy. Also 

the use of the Ridgelet transform, which is defined on a polar coordinate, makes the 

implementation of the Curvelet transform for discrete images on a rectangular 

coordinate to be very challenging. The second generation Curvelet transform [71] was 

defined directly via frequency partitioning without using the Ridgelet transform. Both 

Curvelet transforms require a rotation operation and correspond to a 2D frequency 

partition based on polar coordinate. This makes the Curvelet construction simple in 

continuous domain but caused the implementation for discrete images sampled on a 

rectangular grid to be very challenging [75]. This makes algorithm implementation 

difficult. This fact leads the development of a directional multiresolution transform 

like Curvelet, but directly in the discrete domain. Contourlet, as proposed by Do and 
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Vetterli [23], form a discrete filter bank structure that can deal effectively with 

piecewise smooth images with smooth contours. This discrete transform can be seen 

as a discrete form of a Curvelet Transform. In the discrete Contourlet transform, the 

image is decomposed by a double filter bank structure where the first filter bank 

captures the edges and second filter bank link the edge points into the contour 

segments.  

Eigenvalue (Principal Component Analysis) of feature matrix has been calculated 

from the feature matrix that helps for dimensionality reduction for feature matching 

which increases the execution speed of algorithm. The results with discrete 

Contourlet   with PCA are compared with Discrete Curvelet Transform with PCA. 

For feature matching, Euclidian Distance Measure and Neural network classifier is 

used to match the test feature vector with the trained feature vector and compared for 

analysis. 

 

Visual Tracking: 

 

An efficient method is to be developed to track all the moving objects with high 

accuracy. The method should be adaptable using ordinary camera for designing the 

cost effective application system. Further the motion parameters like direction; speed 

etc. should be extracted from data obtained. Two different algorithms proposed are: 

Single object visual tracking and multiple object visual tracking. 

 

(1)   Single object visual tracking:  User selected object has been tracked in the video 

sequences. 3D Colour histogram and Euclidean distance measures are used for object 

tracking. Novel Block matching algorithm has been proposed to find the location of 

the object being tracked in the video sequence frames. Object without motion and 

object motions out of boundary conditions are also included in the algorithm. 

 

(2) Multiple object visual tracking: Multiple object tracking has been performed 

using the statistics from data obtained with Blob analysis. Blob segmentation has 

been carried out by background subtraction and Thresholding. As Blob analysis 

includes domain independent information, for establishing temporal relationship 

between the block, colour segmentation is used. Template matching is implemented 
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using 3D histogram and Hu‟s seven Invariant moments to track the object. Different 

termination and decision conditions are included for making algorithm fast and 

efficient. 

 

1.2.2 GUI for the Proposed Method 

 

GUI for the proposed method has been designed with user friendly features.  Each 

task is designed and implemented in a such a way, that it can be used for  many 

applications like Object Recognition, Finger Print recognition  and similar other 

applications also. Different Parameters for different tasks can be selected 

individually. The Object Identification task can be used for other object classifier 

applications also. In the GUI of the Object Classification task, user can obtain the 

training images and testing images by selecting the folder which contains the images. 

For training the dataset, user has the options for choosing the Curvelet or Contourlet 

transform approaches. For visual tracking, the Contourlet transform is implemented, 

which is faster than the discrete Curvelet transform. For traffic monitoring 

application, vehicle classifier has been designed using three class structures to 

improve the efficiency.  

 

For tracking task, user can select the single object tracking method or multiple object 

tracking.  For single object tracking, user needs to select the object of interest using 

mouse. The Tracking of the object is visualized using rectangular bounding boundary. 

The multiple object tracking algorithms tracks the moving objects with boundary. It 

also displays the name of object, object speed in terms of pixels, and direction of the 

object. Camera calibration has been done for actual speed measurement of vehicle 

and implemented. 

 

1.3 Layout of the Thesis 

 

The content of the thesis is summarized as: 
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Chapter 1:  This chapter describes the brief history and overview of the problems. It 

also introduces the objective of the research work and scope of the improvement in 

the existing methods. 

 

Chapter 2:  Various approaches and methods are discussed related to the research 

problem in the object classification and visual tracking tasks for machine intelligence 

application.  It also covers the suitability conditions, merits and demerits of the 

existing methods in Literature Survey. 

 

Chapter 3:  Describes the Proposed Methods with algorithms in each task: Object 

Classification and Visual Tracking. Two different approaches have been proposed for 

Visual Tracking of moving objects: Single object tracking and multiple object 

tracking. 

 

Chapter 4:  Discusses the detailed results of the proposed method and its comparison 

with the results of the conventional method. 

 

Chapter 5:  Concludes with the remarks regarding proposed solutions and their 

applicability under various situations. Future work possible in the area is also 

suggested. 
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Chapter 2 

2 Background and Related work 

Object tracking can be defined as the process of segmenting an object of interest from 

a video scene and keeping track of its motion, orientation, occlusion etc. in order to 

extract useful information. Visual tracking of the objects attempts to detect, track and 

identify the people or vehicles and interpret the object behavior from image 

sequences involving the objects.  

 

In visual tracking two different approaches are merged together: Designing of 

Classifier and Motion Analysis of moving object. Different approaches used to 

classify the object are reviewed in the first section of this chapter. Different 

approaches used for designing the modules of object classifier like feature extraction, 

distance measures and performance metrics are reviewed. 

 

In the second section, different algorithms and techniques used for visual tracking 

have been discussed.  Different motion segmentation approaches using different 

background model and tracking methods have been reviewed and the merits and 

demerits of the each method have been discussed. From the different methods and 

reviews, the best approaches in terms of results and execution speeds are combined to 

make the efficient algorithms for object classification and visual tracking task. 
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2.1 Designing of Classifier 

Designing of Classifier task involves different modules like feature extraction and 

distance measures. To validate the effectiveness of classifier, different performance 

metrics are measured. This section covers the literature review on the related work 

done so far in the above area. 

 

2.1.1 Feature Extraction 

 

A pattern recognition system that adjusts its parameters to find correct decision 

boundaries, through a learning algorithm using a training set such that a cost function 

(mean square error between numerically encoded values of actual and predicted 

labels) is minimized can be referred as a classifier or model [6]. 

 

Object Classification task uses two types of learning method: Supervised and 

Unsupervised learning. Supervised learning is the term used to describe the training 

of a classifier with target data available for the training set. The aim of object 

classifier is to find the correct mapping between input data and the target data. 

Unsupervised learning does not use target data. The goals of learning are finding 

clusters in data or modeling distributions as opposed to find a mapping. 

 

Feature Extraction (A set of variables which carries discriminating and characterizing 

information about an object) and Feature Selection algorithms are mainly important 

for object classification. There are basically three approaches used for feature 

extraction [2], [4], [6]: 

 

1. Geometry based approaches  

 

2. Feature Point based approaches 

 

3. Appearance based approaches 
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1. Geometry based approaches:  Geometrical model based feature extraction can be 

done by extracting the geometric primitives like lines, curves or circles. They cannot 

handle the variation in the lighting and view points with certain occlusions. An 

excellent review on geometry based object recognition has been discussed in Mundy 

[10]. This paper reviews the key advances of the geometric era and the underlying 

causes of the movement away from formal geometry and prior models towards the 

use of statistical learning methods based on appearance features. Although geometry 

based approaches are invariants to view points and illumination, dependency and 

complexity on statistical functions have made limited use of the method. 

 

2. Feature Point based approaches: The main idea of feature point based object 

recognition algorithm lies in finding interest points, often occurring at intensity 

discontinuities that are invariant to change due to scale, illumination and affine 

transformation. Feature Point based approaches find the different points that are 

invariant to the affine, rotation, translation or scaling. Various Feature Based 

Algorithms are reviewed such as Harris Corner Detector (HCD) [11], Scale Invariable 

Feature Transform (SIFT) [12], Speed up Robust feature Transform (SURF) [13], 

Random Sample Consenus (RANSAC) [14] etc.  

 

Harris Corner Detector (HCD) method uses a combined corner and edge detector 

method based on the local correlation function to find out the image regions 

containing texture and isolated features. It shows good consistency and performance 

over a natural image. Scale Invariant Feature transform are invariant to image scaling, 

translation, rotation and partially invariant to illumination changes and affine or 3D 

projection. 

 

Scale Invariant Feature Transform (SIFT) consists of four major stages: scale-space 

extrema detection, key point localization, orientation assignment and key point 

descriptor. The first stage identifies key locations in scale space by looking for 

locations that are maxima minima of a difference-of-Gaussian function [12]. Each 

point is used to generate a feature vector that describes the local image region 

sampled relative to its scale-space coordinate frame. Image keys are created from the 

feature vector that allow for local geometric deformations by representing blurred 



24 

 

image gradients in multiple orientation planes and at multiple scales. The keys are 

used as input to a nearest-neighbour indexing method that identifies candidate object 

matches. Final verification of each match is achieved by finding a low-residual least-

squares solution for the unknown model parameters. 

 

Speeded Up Robust Feature (SURF) is a robust image detector & descriptor, first 

presented by Herbert Bay [13]. SIFT and SURF algorithms employ slightly different 

ways of detecting features. SIFT builds an image pyramids, filtering each layer with 

Gaussians of increasing sigma values and taking the difference. SURF is based on 

sums of approximated 2D Haar wavelet responses and makes an efficient use of 

integral images. It calculates determinant of Hessian blob detector, from which it uses 

an integer approximation. These computations are extremely fast with an integral 

image. 

 

Random Sample Consensus (RANSAC) proposed by Fischler and Bolles [14] is an 

iterative method to estimate parameters of a mathematical model from a set of 

observed data which contains outliers. It is a non-deterministic algorithm which 

produces a reasonable result only with a certain probability. The probabilities increase 

as more number of iterations is allowed. In RANSAC a procedure exists which can 

estimate the parameters of a model that optimally explains or fits in the small data.  

 

SURF is less time consuming than SIFT where as RANSAC is invariant to affine 

transform. SIFT based methods are expected to perform better for objects with rich 

texture information as sufficient number of key points can be extracted but require 

sophisticated indexing and matching algorithms for effective object recognition. An 

advantage of RANSAC is the ability to do robust estimation of the model parameters, 

i.e., it can estimate the parameters with a high degree of accuracy even when a 

significant number of outliers are present in the data set. A disadvantage of RANSAC 

is that there is no upper bound on the time it takes to compute these parameters and a 

good initialization is needed. 

 

3. Appearance based approaches:  Better discriminating information may reside in 

the spectral domain or frequency domain. Most recent appearance based techniques 
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involve feature descriptors and pattern recognition algorithms in the frequency 

domain. 

 

Most widely used approaches perform linear transformations such as Principal 

Component Analysis (PCA) and Linear Discriminant Analysis (LDA). PCA also 

known as Karhunen-Loeve transformation, most commonly used as dimensionality 

reduction technique in pattern recognition.  It was originally developed by Pearson in 

1901 [15] and generalized by Loeve in 1963. PCA does not take class information 

into consideration. The classes are best separated in the transformed space better 

handled by LDA, which consider inter cluster as well as intra cluster distances in the 

classification. Principal Component Analysis is used with two main purposes. First, it 

reduces the dimensions of data to computationally feasible size. Second, it extracts 

the most representative features out of the input data so that although the size is 

reduced, the main features remain, and still be able to represent the original data [15], 

[16].  

 

A concept of Eigen picture was defined to indicate the Eigen functions of the 

covariance matrix of a set of face images. Turk and Pentland [17] have developed an 

automated system using Eigenfaces with the similar concept to classify images in four 

different categories, which helps to recognize true/false of positive of faces and build 

new set of image models. For night time detection and classification of vehicle, Thi et 

al. used Support Vector Machine with Eigenvalue [18]. Sahambi and Khorasani [19] 

used a neural network appearance based 3D object recognition using Independent 

component analysis. The Eigenfaces approach has been adopted in recognizing 

generic objects across different viewpoints and modeling illumination variations [20]. 

 

The frequency domain analysis is more attractive as it can give more detailed 

information about the signal and its component frequencies.  Over the past 10 years, 

the wavelet theory has become one of the emerging and fast-evolving mathematical 

and signal processing tools for its many distinct merits. Different from the Fast 

Fourier transform (FFT), the wavelet transform can be used for multi scale analysis of 

the signal through dilation and translation, so it can extract the time-frequency 

features of the signals effectively. 
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Wavelet transforms have been used in the past for time series classification [21]. 

Originally it was proposed to use DFT to map the time domain function to frequency 

domain. The wavelet transform [22] is expressed as decomposition of a signal 

)()( 2 RLxf  a family of functions, which are translations and dilations of a mother 

wavelet function )(x  . The 2D filter coefficients can be expressed as 

 

 

  

 
(2.1)   

 

 

Where, the first and second subscripts denote the low-pass and high-pass filtering 

respectively along the row and column directions of the image. Wavelet transform 

can be implemented (convolution and down sample) along the rows and columns 

separately. 2D discrete Wavelet Transform is performed using low-pass and high- 

pass filters. After the decomposition  four subbands, LL,LH,HL and HH are obtained, 

which represent the average (A), horizontal (H), vertical (V), and diagonal (D) 

information respectively. The iteration of the filtering process produces multi level 

decomposition of an image. Wavelet transforms provide the effective multi scale 

analysis but are not effective to represent the image with smooth contours in different 

directions. For acquiring more directional information, Multiscale Geometric 

Analysis (MGA) tools were proposed such as Curvelet [28], Ridgelet [24],        

Bandlet [28] and Contourlet [23] etc.   

 

Contourlet transform [23] is a multi scale and directional image representation that 

uses first a wavelet like structure for edge detection, and then a local directional 

transform for contour segment detection. A double filter bank structure is used for 

obtaining sparse expansions for typical images having smooth contours. In the double 

filter bank structure, Laplacian Pyramid (LP) is used to capture the point 

discontinuities, followed by a Directional Filter Bank (DFB), which is used to link 

these point discontinuities into linear structures. The Contourlet have elongated 

supports at various scales, directions, and aspect ratios. This allows Contourlet to 
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efficiently approximate a smooth contour at multiple resolutions. Nonsubsampled 

Contourlet was pioneered by Do and Zhou as the latest MGA tool [24] in 2005. Yan 

et al. [25] proposed a faced recognition approach based on Contourlet transform. 

Yang et al. [26] proposed a multisensor image fusion method based on 

Nonsubsampled Contourlet transform. Extensive experimental result show that 

proposed scheme by Yan‟s based on Contourlet Transform performs better than the 

method based on stationary wavelet transforms [23]. Srinivasan Rao, Srinivas Kumar 

and Chatterji [27] used feature vector using Contourlet Transform for Content Based 

Image Retrieval System 

 

Candes and Donoho [28] introduced a new multiscale transform named Curvelet 

transform which was designed to represent edges and other singularities along curves 

much more efficiently than traditional transforms, i.e., using fewer coefficients for a 

given accuracy of reconstruction. Implementation of Curvelet transform involves the 

steps: (1) Subband decomposition, (2) Smooth partitioning (3) Renormalization (4) 

Ridgelet Analysis. There are two separate Fast Discrete Curvelet Transform (FDCT) 

algorithms introduced by Starck, Candes and Donoho [29]. The first algorithm is 

called the Unequally-Spaced Fast Fourier transform (FDCT via USFFT), where the 

Curvelet coefficients are found by irregularly sampling the Fourier coefficients of an 

image. The second algorithm is the wrapping transform, which uses a series of 

translation and a wrap around technique. The wrapping FDCT is more intuitive and 

has less computation time.  Use of the Curvelet Transform for Image Denoising is 

explained by Starck, Candes and Donoho [29]. A comparative study based on 

wavelet, Ridgelet and Curvelet based texture classification is well explained by 

Dettori and Semler [30]. 

 

Contourlet transform can represent information better than Wavelet transform for the 

images having more directional information with smooth contour [23] due to its 

properties like directionality and anisotropy. Curvelet transform represents edges and 

other singularities along curves much more efficiently [28]. These two methods have 

been selected to extract the features for performing the object classification task and 

also for comparison.  
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2.1.2 Distance Measures 

In order to establish the similarity or closeness of two feature vectors in some feature 

space, a wide range of distance matrices are used. A distance matrix calculates the 

distance between two point sets in matrix space [31]. 

 

 Minkowski Norms 

 

The most commonly used distance matrices are the Minkowski norms.  It is defined 

based on the Lp norm The Norms are popular for their simplicity, speed of calculation 

and quality of results. Similarity Distance d between two feature vectors is calculated 

using the following equation:         

                                  

  (2.2)   

 

where   = { 1, 2,… , N)  and    = { 1 , 2,… N ) are the query and targeted 

feature vectors respectively. N is the number of elements in the vectors. 

 

When  =1, d1 ( , ) is the city block distance also known as Manhattan distance (L1)  

 

 
 (2.3)   

 

When  =2 , d2 ( , )  is the Euclidean distance (L2)  and calculated as 

 

          
 (2.4)   

 

 Histogram Intersection 

 

The histogram intersection is another simple distance matrix that is often used. It was 

proposed by Swain and Ballard [84]. Their objective was to find known objects within 
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images using color histograms. It is able to handle partial matches when the size of 

the object with feature vector    is less than the size of the image with the feature 

vector. The histogram distance  is given as 

 

 
 (2.5)   

 

Colors not present in the query image, do not contribute to the intersection distance. 

This reduces the contribution of background colors. The sum is normalized by the 

histogram with fewest samples. 

  

 Bhattacharyya Distance 

 

A statistical measure known as , Bhattacharyya Distance measure is often used for 

comparing two probability density functions, which are most commonly used to 

measure color similarity between two regions [85]. It is very closely related to the 

Bhattacharyya Coefficient, which is used to measure the relative closeness of the two 

samples taken into consideration. Bhattacharyya distance can be calculated as 

 

 
 (2.6)   

 

Where   and   are the probability density function. 

 

 Cosine Distance 

 

The cosine distance computes the difference in direction, irrespective of vector 

lengths. The distance is given by the angle between the two vectors [84]. By the rule 

of dot product the distance can be calculated using the equation (2.8). 

 

 
. =  (2.7)   
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 (2.8)   

 

 Chessboard Distance 

 

The Chessboard or Chebyshev distance is the maximum distance between the 

components of two points. This measure creates a space similar to the Manhattan 

distance but rotated [85]. 

 

  (2.9)   

 

 Mahalanobis Distance 

 

The Mahalanobis distance is a special case of the quadratic-form distance matrices in 

which the transform matrix is given by the covariance matrix obtained from a training 

set of feature vectors, that is  A= . In order to apply the Mahalanobis distance, the 

feature vectors are treated as random variables X=[ 1, 2,… , N],  where xi is the 

random variable of i
th

 dimension of the feature vector [31]. 

 

Mahalanobis distance between two feature vector  and  can be calculated as 

 

 
 (2.10)   

 

 

In the special case where xi are statistically independent, but have unequal variances, 

Σ  is a diagonal matrix as shown in the equation (2.11). 

 

  (2.11)   
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The Mahalnobis distance is reduced to a simpler form [31]: 

 

  (2.12)   

 

Chi-squared, Kullback-Leibler, Earth Mover's Distance, 2 Statistics and Quadratic 

Distances are also well known distance measures used for different applications. The 

choice of distance metric to be used greatly depends upon application. For general 

usage, the Minkowski norms will often be a good choice. For applications where 

speed is preferred over accuracy, the L1 norm or histogram intersection can be used. 

For applications where the different components cannot be assumed to be 

independent, a metric such as the Mahalanobis distance may be preferable. In this 

thesis, Euclidean distance measure has been used for feature matching of training 

dataset and testing dataset. Bhattacharya distance measure is used for object tracking 

using the color features. 

 

2.1.3 Performance Matrices 

 

There are many ways of evaluating the performance of a classifier system. A 

commonly used statistic to measure the performance is „accuracy‟. There are several 

versions of the accuracy statistics. The basic statistic just measures the percentage of 

correct classifications out of all the classifications. Accuracy per class and per 

classification can also be found using statistic [1], [4], [74].  

 

 Confusion Matrix 

 

Typical performance measure statistics are calculated using a confusion matrix. This 

records the true and predicted classification of each object. The two class confusion 

matrix records four values. The True Positive (TP) value is the number of positive 

examples correctly classified. Likewise the True Negative (TN) value is the number 

of negative examples correctly classified. The False Negative (FN) value is the 
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number of positive examples classified as negative and the False Positive (FP) value 

is the number of negative examples classified as positive. 

 

The User‟s accuracy (Precision) is the number of correct classifications over all the 

objects classified as that class. 

 

 
 

 
(2.13)   

 

The Producers accuracy is also known as recall or sensitivity. Sensitivity is the 

number of correct classifications over all the objects of that class. 

                                     

  

    

(2.14)   

 

Specificity measures the proportion of negative examples correctly classified.  

 

 
 (2.15)   

 

 Receiver Operating Characteristics Graph 

 

A Receiver Operating Characteristics (ROC) graph [32] is a visual tool to evaluate 

classifier performance. A key feature is that it is invariant to class distribution, The 

ROC graph plots true positive rate against false positive rate. ROC calculates the 

overall accuracy of a classifier; it does not gauge the accuracy of an individual 

classification. 

 

 A Priori and A Posteriori methods 

 

The work by Giacinto and Roli [33] highlights a priori and a posteriori methods as 

good confidence estimators. These techniques make use of a validation set. If the k 
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nearest objects in a validation set were correctly classified, then it is likely that the 

query object also classified correctly. A priori method estimates the confidence 

without requiring the query to be classified. It simply bases the confidence on how 

many of the neighbouring objects were correctly classified. A posteriori method 

requires the query object to be classified first. After that, on the bases of the 

estimation of confidence on number of the neighbouring objects, the classes are 

predicted correctly. 

 

2.2 Visual Tracking 

 

Most commonly used visual tracking techniques include Motion Segmentation and 

Object Tracking. Background subtraction is one of the most common and effective 

methods of segmenting foreground objects from the background scene. The process 

of background subtraction involves locating the areas in an image which differ 

sufficiently, from an image of the background.  

 

A background modeling process has three phases: 

 

1.   Model representation – kind of model used to represent the background. 

 

2.   Model initialization – Initialization of assumed model. 

 

3. Model adaptation – Mechanism for adapting to illumination changes in the   

background. 

 

2.2.1 Background model  

 

A number of different approaches to these issues have been proposed. At the naive 

level, a simple frame difference can be used to obtain the moving objects [34]. In the 

simplest method, the background model is just the previous frame in the image 



34 

 

sequence. The foreground objects are isolated by comparing the difference in color 

between the current image and the previous image to a threshold value. If the 

difference exceeds the threshold value, the pixels are referred as part of the 

foreground. The strength of this approach is the simplicity of the background model. 

Limited processing power and memory are required to maintain the background 

model as only the previous frame in the sequence needs to be remembered. It can 

provide adequate results in situations where the background scene is relatively static 

but problems arise when the background is constantly changing. In an attempt to 

address this issue, a number of adaptive background models have been proposed. 

Considering static motion for the application, simple background approach has been 

selected. 

 

Background adaptation may be classified as either predictive or non-predictive [35]. 

Predictive algorithms are known to model the scene as a time series and they would 

make use of a dynamic model to recover the current input based on past observations. 

The absolute error between the predicted and the actual observation can then be used 

as a measure of change. Non-predictive methods try to build probabilistic 

representation from the observations at a particular pixel.  An alternative way for 

classifying background adaptation methods is either non-recursive or recursive [36].  

A non-recursive technique uses a sliding-window approach for background 

estimation. For non-recursive estimation the L previous video frames are first stored 

in a buffer and then a background image is constructed making use of the temporal 

variation of each pixel in the buffer. Non-recursive method requires a large storage 

memory for slow moving objects. Recursive techniques do not rely on a buffer for 

estimating the scene. Instead, they recursively update a single or multiple background 

model based on each input frame. Even though recursive method requires less 

memory, any error in background model remains for a longer time. To alleviate this 

problem exponential weighting and positive decision feedback can be used. Non-

recursive adaptation techniques include temporal differencing (frame differencing), 

average filtering, Median filtering and Minimum-Maximum filtering. Recursive 

techniques on the other hand include Approximated Median filtering, Single 

Gaussian, Kalman Filtering, Mixture of Gaussians, Clustering based segmentation 

methods, and Hidden Markov Models. 



35 

 

2.2.2 Statistical Approach 

 

The background as a realization of a random variable with Gaussian distribution 

(SGM - Single Gaussian Model)  is represented  by  Wren et al.[37] .The mean and 

covariance of the Gaussian distribution are independently estimated for each pixel in 

SGM.  Stauffer and Grimson [38] presented an adaptive background mixture model 

for real-time tracking. In their work, they modeled each pixel as a mixture of 

Gaussians and used an online approximation to update it. The Gaussian distributions 

of the adaptive mixture models were then evaluated to determine the pixels most 

likely from a background process, which resulted in a reliable, real-time outdoor 

tracker which can deal with lighting changes and clutter. A study by Haritaoglu et al. 

[39] built a statistical model known as w4 which represents each pixel with three 

values: its minimum and maximum intensity values and the maximum intensity 

difference between consecutive frames observed during the training period. The 

model parameters were updated periodically. 

 

Lehigh Omni directional Tracking System (LOTS) presented by Boult et al. [40] is 

tailored to the detection of non cooperative targets under non stationary 

environments. This algorithm uses two gray level background images. This allows the 

algorithm to cope up with intensity variation due to noise or fluttering objects which 

move in the scene. Each pixel of the input frame is compared to the closest 

background value and classified as active if the difference exceeds a given threshold. 

 

2.2.3 Object Tracking Techniques  

 

The ability of the model to handle shadows and changing lighting conditions is also 

increased by utilizing the differing properties of the Color information. Different 

color spaces also have different advantages when performing background subtraction. 

The HSV color spaces separate a RGB image into its hue, saturation and value or 

intensity components. The YCbCr color space is widely used for digital video. In this 

format, luminance information is stored as a single component (Y), and chrominance 
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information is stored as two color-difference components (Cb and Cr). Cb represents 

the difference between the blue component and a reference value. Cr represents the 

difference between the red component and a reference value. 

 

Most commonly used visual tracking techniques include Mean Shift Tracking 

Algorithms [41], [42], Blob Tracking, Particle Filter Algorithms [43], Block 

Matching [44], [45] and Optical Flow Based Tracking Algorithms [3]. Mean shift 

tracking algorithm has become popular due to its simplicity and robustness. Tracking 

is accomplished by iteratively finding the local minima of the distance measure 

functions using the mean shift algorithm. The mean shift algorithm was originally 

invented by Fukunaga and Hostetler [46] for data clustering, which they called a 

“valley-seeking procedure”. It was first introduced into the image processing 

community several years ago by Cheng [47]. Mean Shift based on Color Distribution 

and Simulated Annealing (SACD-MS), is proposed for human body tracking by Hong 

[48]. R. Venkatesh Babu [49] proposed a new method to track objects by combining 

two well-known trackers, Sum-of-Squared Differences (SSD) and color-based mean-

shift (MS) tracker. Zoran [50] applied a new 5-Degree Of Freedom (DOF) color 

histogram based non – rigid object tracking algorithm using Expectation 

Maximization (EM) Mean shift.  Huiyu Zhou [51] proposed the method based on 

SIFT features and mean shift to track the object. Disadvantage of Mean shift 

algorithms is to specify the kernel for further tracking. Also some time mean shift 

tracking algorithms gets stuck at local minima. The similarity measures like 

Bhattacharya coefficients and Kullback - Leibler divergence are not very 

discriminative, especially for higher dimensions [52] and difficult to use them due to 

the sample based calculation for the real time object tracking. 

 

Particle filters [46], [47] are kind of stochastic tracking algorithms that use multiple 

discrete “particles” to represent the distribution over the location of the target. It has 

been shown to be very suitable for performing tracking in cluttered environments due 

to their ability of maintaining multiple hypothesis of probability distribution. More 

importantly, particle filters exhibit superior characteristic of recovering from the 

temporary lost track. Sanjeev Arulampalam [53] proposed a method based on Particle 

Filter using Bayesian Tracking for the Nonlinear/Non-Gaussian tracking problem. 
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Hybrid tracker [43] using particle filter and Mean Shift are used by Bo Zhang, 

Weifeng Tian, and Zhihua Jin. Tang Sze Ling [54] described the characteristic of the 

motion tracker based on color as the key feature to compare the object‟s similarity for 

object detection and tracking. Lowe [55] used model based object tracker using 

Marr–Hildreth edge detector to extract edges from an image. Stanley T. Birchfield 

and Rangarajan [56] presented a particle filtering framework for region-based 

tracking using spatiogram. M. A. Zaveri, S. N .Merchant and U. B. Desai [57] 

proposed a neural-network-based tracking algorithm. Erdem [44] proposed the 

method based on “defocus energy” which is utilized for automatic segmentation of 

the object boundary and it is combined with the histogram method to track the object 

more efficiently. Since particle filters require a large number of particles for 

accurately representing the probability distribution, it limits their applications to real 

time occasions. 

 

In the field of Motion Estimation (ME), many techniques have been proposed 

[58],[59],[60],[61],[62],[63],[64],[65],[66]. Basically ME techniques can be broadly 

classified as: gradient techniques, pixel-recursive techniques, block matching 

techniques and frequency-domain techniques.  

 

Among these four groups, block matching is particularly suitable in video 

compression schemes based on Discrete Cosine Transform (DCT) such as those 

adopted by the recent standards H.261, H.263 and MPEG family [59],[60]. Block-

based motion estimation uses a Block-Matching Algorithm (BMA) to find the best 

matched block from a reference frame. The basic idea of BMA is to divide the current 

frame in video sequence into equal-sized small blocks. For each block, we try to find 

the corresponding block from the search area of previous frame, which “matches” 

most closely to the current block. Therefore, this “best-matching” block from the 

previous is chosen as the motion source of the current block. The relative position of 

these two blocks gives the so-called Motion Vector (MV), which needs to be 

computed and transmitted. When all motion vectors of the blocks in tracking area 

have been found, the motion vector happened most frequently is chosen for the 

correction of tracking area size. Typically, the Sum of Absolute Difference (SAD) is 

selected to measure how closely two blocks match with each other, because the SAD 
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doesn‟t require multiplications; in other words, less computation time and resources 

are needed. There are several methods used to find out the best matching block. 

 

The most commonly used Block Matching Algorithm (BMA) is the Full search 

(FS)/Exhaustive search (ES), which exhaustively searches for the best matching block 

within the search window.  Full Search Algorithm is the most straight forward 

strategy. But the computational complexity of Full Search is always too high. As a 

result Fast Search Algorithm has been developed. In fast BMA using a fixed set of 

search patterns, the assumption is that, the matching error decreases monotonically as 

the search moves towards the position of the global minimum error and the error 

surface is uni-modal.  Few fast block matching motion estimation algorithms were 

Two-Dimensional Logarithmic Search, Three Step Search [61], Four Step Search 

[62], Block-Based Gradient Descent Search [63], Diamond Search (DS) [64], Cross-

Diamond Search (CDS) [65] etc. Adaptive Rood Pattern Search (ARPS) is proposed 

in [67] to track large motions, with less number of computations by using Zero 

Motion Prejudgment (ZMP) for the reduction in the computation complexity. Novel 

Hexagon-based Search (NHS) [66] algorithm has been incorporated in recently 

developed H.264/AVC video coding standard.  These methods are mainly used for 

image compression but for object tracking.  These methods are more time consuming 

than the standard mean shift and particle filter techniques. 

 

Other object tracking methods involve the shape based and motion based tracking. 

Cutler and Davis [68] proposed a method that used the periodic shape changes that 

occur during the walking motion. To analyze the periodic nature of a particular 

object, its appearance throughout the image sequence must be remembered. A 

similarity measure between each object image is then generated. If the motion is 

periodic, this similarity measure will also be periodic as the appearance of objects 

will repeat. The Fourier transform of the similarity measure can be used to identify 

peaks in the power spectrum corresponding to the fundamental frequencies of the 

motion. If a peak exceeds some threshold value, the motion is regarded as periodic. 

Cutler and Davis also suggest a method to distinguish different types of periodic 

motion by comparing the similarity images to those generated by a training set. In this 

fashion, they are able to classify motion as human, animal, or other. While this 
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approach provided reliable classification results, the method is memory intensive, 

requiring an image of each object in every frame to be stored. Calculating the self 

similarity between each of these images is also computationally expensive. Another 

problem with using periodic motion as a classifier is that it is only effective when the 

subject is moving. If the subject pauses to look at something or talk to another 

subject, the decision made by the classifier is unreliable. 

 

A method outlined by Lipton [69] uses an optical flow based technique to classify 

moving objects as rigid or non-rigid. This is achieved using the observation that rigid 

objects will generate less residual flow than non-rigid objects during non-rotational 

motion. To calculate the residual flow of a moving body, its net motion, defined as 

the absolute position change of the object, was determined using a tracking algorithm. 

The optical flow vector for each pixel in the object was then computed. The residual 

flow of the body was calculated by subtracting the net motion of the body from the 

optical flow vector associated with each pixel.  Rigid bodies have little residual flow 

as all pixels that make up the object are moving in the same direction. The optical 

flow of each pixel is approximately equal to the net motion of the body, resulting in a 

small residual flow value. Non-rigid objects will display greater residual flow as 

some pixels that make up the object are moving in different directions to the overall 

body. The optical flow directions of these pixels are different to the net motion, 

resulting in a larger residual flow value. Thus, Lipton distinguished between rigid 

objects such as vehicles and non-rigid objects such as humans. 

 

In the summary with this chapter, background work and literature survey based on the 

object classification and motion analysis have been described. Based on the literature 

survey, efficient and computationally fast algorithms are selected for implementation 

of the proposed algorithm. 
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Chapter 3 

3 Proposed Approach 

The proposed Visual Tracking algorithm identifies moving object and also tracks the 

moving objects. Estimation of the motion parameters such as location, direction and 

speed of the moving objects are derived from the image sequences with the help of 

CCD Camera. Two different approaches are proposed for single object tracking and 

multiple object tracking. To overcome the problems in Mean Shift Tracking 

Algorithm, a novel Block Matching Tracking Algorithm using Predictive Motion 

Vector based on 3D color histogram has been proposed and implemented efficiently 

for single object tracking. To improve the efficiency of the multiple objects tracking 

over the conventional methods like particle filtering and Kalman filtering, improved 

blob tracking method has been proposed.  Multiple trackers have been used for region 

tracking of the objects. Feature based on Contourlet transform and color features with 

invariant moments are used for region tracking. Object Identification has been carried 

out by edge feature extraction and Contourlet transform with Principle Component 

Analysis (PCA) and compared with Curvelet Transform with PCA.  

 

Effective techniques have been implemented for object Identification, background 

subtraction, motion segmentation; color descriptor and feature extraction for region 

tracking algorithms. 
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The proposed techniques involve mainly two tasks: 

 Designing of an Object Classifier algorithm for Object Identification that has 

been used for Visual Tracking Process. 

 Designing of Visual Tracking Algorithms for Estimating the Motion 

Parameters. 

 

3.1 Object Classifier 

 

Generalized Classifier has been designed that can be used in many applications.  

Classifier has been designed using two approaches:  (1) Fixed sizes of the Objects in 

the dataset like Face dataset and Fingerprint dataset. (2) Varying size of the objects in 

the dataset like Vehicle dataset. It has different sizes according to the viewing angle 

for which three Class structures have been designed according to the length and width 

ratio. Designing of object classifier involves mainly two tasks: (A) Training of 

Classifier and (B) Object Identification of Query Image. 

  

(A) Training of Classifier 

 

As shown in the Figure 3.1 following steps are performed during Training of 

classifier:  

(1) Resize all the images of dataset. 

(2) Pre-processing to get the sharp images from the given dataset and perform the 

feature extraction of enhanced images. Flowchart including the steps for 

feature extraction is explained in the Figure 3.2. 

(3) Generate Eigen matrix for dimensionality reduction for fast retrieval. 

 

(B)    Object Identification of Query Image 

 

Object Identification task involves the steps as shown in the Figure 3.3: 

 

(1) Resize the unidentified image to the same size as training dataset.  
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(2) Do Pre-processing to get the sharp images and perform the feature extraction 

of enhanced images. 

(3) Project the image into Eigenspace using the Eigen matrix of trained classifier. 

(4) Compute Similarity measure using the Euclidean distance classifier or neural 

network classifier for best match feature vector from Eigen matrix of trained 

dataset. 

(5) Identify and label the objects using best match feature vector. 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.1 :  Eigen Matrix Generation for Training Dataset 
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Figure 3.2 : Pre-processing and Feature Extraction 
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Figure 3.3 : Object Identification of Query Image 
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The following subsections include the mathematical models involved in each stage 

which are explained briefly. The subsections describe Pre-processing, Feature 

Extraction, and Principal Component Analysis for Eigen matrix generation and 

similarity measure for feature matching. 

 

3.1.1 Pre-processing  

 

3.1.1.1 Unsharp Filter 

 

The Unsharp filter is a simple sharpening operator that enhances edges and amplifies 

high frequency components in an image via a procedure which subtracts an un-

sharped or smoothed version of an image from the original image [87]. Let S be the 

dataset having P images for training and q images for testing. Color image  

of size  ×  is converted into the gray scale image. Unsharp masking produces an 

edge image  from an input image   by performing negative of 

Laplacian filter  as shown in the Figure 3.4. 

 

 

               

 

                         

(3.1)   

 

 

                                                        

 

 

 

Figure 3.4 : Spatial Sharpening 

 

Convolution has been performed with unsharp mask U and the image  to get 

the edge image  
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                                        (3.2)   

 

The value of   controls the shape of Laplacian function. The range of   is from 0 to 

1.   

 

3.1.1.2 Thresholding using Otsu’s Method 

 

Thresholding has been applied on the Image after applying the unsharp filter. Global 

Thresholding has been applied using Otsu‟s method [87]. Otsu‟s method is one of the 

better threshold selection methods with respect to uniformity and shape measures. The 

Otsu method is optimal for thresholding large objects from the background [86]. 

 

The Otsu‟s algorithm performs the following steps: 

 

1. Computes the normalized histogram of the input image. Denotes the components 

of the histogram by pi where  i = 0,1,2,…..,L-1 , where L denotes distinct intensity 

levels in a digital image of size  ×  , and   denotes the total number of pixels 

with intensity i.  The normalized histogram  is calculated as 

  

 
 (3.3)   

 

2. Calculates the cumulative sums, , for k  = 0, 1, 2 ...L-1 using  

              

 
 (3.4)   

 

3.  Computes the cumulative means, , for k = 0, 1, 2 ...L-1 using 
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 (3.5)   

 

                                                          

4. Computes the global intensity mean using  

 

 
 (3.6)   

 

5. Calculates the class variance  for k = 0, 1, 2 … L-1 using 

 

 
 (3.7)   

 

6. Obtain the Otsu‟s threshold, k
*
 as the value of k for which is maximum. If                

the Maximum is not unique, obtain k
*
 by averaging the values of k              

corresponding to the various maxima detected. 

 

7.  Obtain the separable measure, 
*
, by evaluating the equation (3.8) at k=k

*
. 

 

 
 (3.8)   

 

Where  is the global variance and can be derived by 

 

 
 (3.9)   

 

3.1.1.3 Removing Border Objects 

If the original image is considered as a mask, the marker image  can be 

obtained [87] using equation (3.10). 
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(3.10)   

The clear border image can be constructed by  

  (3.11)    

 

 

Figure 3.5 : Pre-processing (a) Image of Car (b) Gray-scale Image (c) Image after 

applying Unsharp filter (d) Image after applying Threshold     

 

Figure 3.5 shows the pre-processing steps performed on each image of dataset.  

Figure 3.5 (a) is the original color image. Figure 3.5 (b) is the resultant gray scale 

image converted into 0-255 gray levels. Figure 3.5 (c) is the resultant image after 

performing Unsharp filter mask. Thresholding is applied on unsharp filtered image 

which is followed by clearing border objects. Clearing boarder removes the border 

(a) (b) 

(c) (d) 
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point pixels to avoid the false classification of the object. Figure 3.5 (d) shows the 

resultant image after performing the thresholding and clear border operations. 

 

 

                                      
(a)                                                             (b) 

 

Figure 3.6 : (a) Bicycle Image (b) Pre-processed Image 

 

Figure 3.6 (a) shows the original image on which the pre-processing has been applied.  

Figure 3.6 (b) shows the resultant image after performing the pre processing. The 

preprocessed image has been used for the feature extraction purpose. 

 

3.1.2   Feature Extraction 

 

Feature extraction is an essential pre-processing step in pattern recognition and 

machine learning problems. Feature extraction maps a larger information data space 

into a smaller feature space. The fundamental idea of feature extraction is to perform 

all computations in a smaller, simpler space.  

Feature extraction pattern involves three design steps: 

 

Feature Construction: This is the most challenging part of the pattern recognition 

system.  
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Feature Selection: This decision determines the balance between the search time and 

the post-processing time. For fast retrieval of dataset from feature matrix, 

Eigenvalues are constructed using the feature matrix in proposed methodology. 

 

Feature Matching: This determines how fast the system can search the feature space. 

Euclidean distance classifier and Neural network classifier have been selected and 

compared. After comparison, Euclidean distance is found more efficient method 

while comparing recognition rate. So, finally for visual tracking Euclidean distance 

classifier has been implemented. 

 

3.1.2.1 Feature Construction 

 

After literature review, Discrete Contourlet Transform and Fast Discrete Curvelet 

Transform using wrapping have been found the efficient transforms for extracting the 

feature points. So both these transforms are implemented for feature construction and 

the results have been compared. 

 

3.1.2.1.1 Discrete Contourlet Transform 

 

Multiscale and time-frequency localization of an image is offered by wavelets. 

Wavelet transforms are not effective in representing the images with smooth contours 

in different directions. Contourlet Transform (CT) eliminates this problem by 

providing two additional properties known as directionality and anisotropy [23], [24].  

 

Contourlet transform are divided into two main steps that are (1) Laplacian Pyramid 

(LP) decomposing and (2) Directional Filter Banks (DFB). Laplacian Pyramid 

decomposes the original image into a low-pass image and a band-pass image. Each 

band-pass image is further decomposed by DFB. The Multiscale and multidirectional 

decomposition of the image will be obtained by repeating the same steps upon the 

low-pass image [23]. Contourlet transform is a multi scale and multi directional 

image representation that uses a wavelet like structure for edge detection in the first 
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stage, and then a local directional transform for contour segment detection. 

 

A double filter bank structure of the Contourlet is shown in Figure 3.7 .The 

Contourlet transforms obtains sparse expansions for images having smooth contours. 

In the double filter bank structure, Laplacian Pyramid (LP) [23] is used to capture the 

point discontinuities. Directional Filter Bank (DFB), followed by Laplacian Pyramid 

is used to link these point discontinuities into linear structures. The Contourlet have 

elongated supports at various scales, directions, and aspect ratios. These allow 

Contourlet to efficiently approximate a smooth contour at multiple resolutions. In the 

frequency domain, the Contourlet transform provides a Multiscale and directional 

decomposition. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7 : Double Filter Bank Decomposition of Discrete Contourlet Transform 

 

A. Pyramid frames 

 

Multiscale decomposition is obtained by using the Laplacian Pyramid (LP) 

introduced by Burt and Adelson [70]. Band-pass image is obtained by first generating 
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the down sampled low-pass version using LP decomposition and then taking the 

difference between the original image and the prediction. This image is then 

processed by DFB stage. LP with orthogonal filters provides a tight frame with frame 

bounds equal to 1. 

 

B. Directional filter banks 

 

DFB is applied to capture the high frequency content like smooth contours and 

directional edges. The DFB is implemented by using a k - level binary tree 

decomposition that leads to 2
k
 directional subbands with wedge shaped frequency 

partitioning.  DFB is constructed from two building blocks that are two channel 

quincunx filter bank with fan filters and shearing operator. Quincunx filter bank 

divides a 2D spectrum into two directions, horizontal and vertical. Shearing operators 

are used to the reordering of image pixels. Due to these two operations, directional 

information is preserved. This is the desirable characteristic in classifier system to 

improve retrieval efficiency. 

 

 

Figure 3.8 : Decomposition of Image using Contourlet Transform (2-Level and „pkva‟ 

Filter for Pyramid and Directional Filter) 

 

Band-pass images from the LP are applied to DFB so that directional information can 

be captured. The algorithm is applied on the coarse image. This combination of LP 

and DFB stages results in a double iterated filter bank structure known as Contourlet 
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filter bank .The Contourlet filter bank decomposes the given image into directional 

subbands at multiple scales. Figure 3.8 shows the decomposition of image using 

Contourlet Transform for level-2 using „pkva‟ filter for both low-pass filter and 

direction filter bank. 

 

The Contourlet Transform of two levels with „pkva‟ filter is applied on the dataset 

images . Resulting image gives the decomposed coefficients as C1,C2-1,C2-

2…..Cn-1,….Cn-v , where v is the number of directions as shown in the Figure 3.8. 

These Coefficients are used to reorder the column vector Ii of the images. Image 

Vector Ii is constructed by converting coefficients to a column vector and then 

concatenation of all coefficient vectors. Let I = [I1,I2,I3,….IP] be the Feature Image 

Matrix constructed by Discrete Contourlet Coefficient, then Eigenvalue and 

Eigenvectors are calculated for I.  

 

3.1.2.1.2 Discrete Curvelet Transform via Wrapping 

 
 

Candes and Donoho introduced a new multiscale transform named Curvelet transform 

that was designed to represent edges and other singularities along the curves much 

more efficiently than traditional transforms by using fewer coefficients for a given 

accuracy of reconstruction [28],[29]. Implementation of Curvelet transform involves 

Subband Decomposition, Smooth Partitioning, Renormalization and Ridgelet 

Analysis steps [29].  There are two separate Discrete Curvelet Transform (DCT) 

algorithms introduced by Candes, Donoho and Demanet [71]. The first algorithm is 

the UnequiSpaced FFT transform (Fast Discrete Curvelet Transform via USFFT), 

where the Curvelet coefficients are found by irregularly sampling of the Fourier 

coefficients of an image. The second algorithm is the wrapping transform, which uses 

a series of translation and a wrap around techniques. Fast discrete Curvelet transform 

based on the wrapping of Fourier samples has less computational complexity as it 

uses fast Fourier transform instead of complex Ridgelet transform [29]. In the fast 

discrete Curvelet Transform via wrapping, a tight frame has been introduced as the 

Curvelet support to reduce the data redundancy in the frequency domain [71]. 

Normally, Ridgelet have a fixed length that is equal to the image size and a variable 
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width, whereas Curvelet have both variable width and length and represent more 

anisotropy. Therefore, the wrapping based Curvelet transform is simpler, less 

redundant and faster in computation [30] than Ridgelet based Curvelet transform. 

 

Curvelet transform based on wrapping of Fourier samples takes a 2D image as an 

input in the form of a Cartesian array f [m, n] such that 0 ≤ m <M, 0 ≤ n< N . It 

generates number of Curvelet coefficients indexed by scale j, an orientation l and two 

spatial location parameters (k1, k2) as output. To form the Curvelet texture descriptor, 

statistical operations are applied to these coefficients. Discrete Curvelet coefficients 

can be defined by [29]. 

 

  
(3.12)   

 

Here, each  ],[
21,,, nmD

kklj   is a digital Curvelet waveform. This Curvelet approach 

implements the parabolic scaling law on the subbands in the frequency domain to 

capture the curved edges within an image more effectively. Curvelet exhibit an 

oscillating behavior in the direction perpendicular to their orientation in the frequency 

domain [29]. 

 

Wrapping based Curvelet transform is a Multiscale transforms with a pyramid 

structure consisting of many orientations at each scale. This pyramid structure 

consists of several subbands at different scales in the frequency domain. Subbands at 

high and low frequency levels have different orientations and positions. The Curvelet 

is non-directional at the coarsest scale and becomes fine like a needle shape element 

at high scale.  

 

With increase in the resolution level the Curvelet becomes finer and smaller in the 

spatial domain and shows more sensitivity to curved edges which enables it to 

effectively capture the curves in an image.   

 

To achieve higher level of efficiency, Curvelet transform is usually implemented in 

the frequency domain. In the Fourier frequency domain both the Curvelet and the 
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image are transformed and then multiplied. Combination of the frequency response of 

Curvelet at different scales and orientations gives the frequency tilting that covers 

whole image in Fourier frequency domain as shown in the Figure 3.9. The product of 

multiplication is called a wedge. The product is then inverse Fourier transformed to 

obtain the Curvelet coefficient. 

 

Figure 3.9 :  Curvelet in the Fourier Frequency Domain [28] 

 

For collecting Curvelet coefficients, inverse Fast Fourier transform is used. But, the 

trapezoidal wedge in the spectral domain is not suitable for use with the inverse 

Fourier transform. The wedge data cannot be accommodated directly into a rectangle 

of size 2 
j
 ×2 

j/2
. To overcome this problem, Candes et al. have formulated a wedge 

wrapping procedure [71] where a parallelogram with sides 2
j
 and 2

j/2
 is chosen as a 

support to the wedge data as shown in the Figure 3.10.  The wrapping is done by 

periodic tiling of the spectrum inside the wedge and then collecting the rectangular 

coefficient area in the center. The center rectangle of size 2
j
 × 2 

j/2 
collects all the 

information in that parallelogram. Discrete curvelet coefficients are obtain by 

applying 2D inverse Fourier transform to this wrapped wedge data. Wrapping based 

fast discrete curvelet transform is much more efficient and provides better transform 

results than ridgelet based curvelet transform. 
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Figure 3.10 : Wrapping Wedge Around the Origin by Periodic Tilting of Wedge Data. 

The Angle  is in the Range  

 

 

 

 

(a) (b) 

 

 

Figure 3.11 : Decomposition of Image using Curvelet Transform (a) First Level               

(b) Second Level 
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Considering total numbers of coefficients generated in the different levels of the 

Curvelet Transform and execution speed for generation of the coefficients, lower 

coarsest level is considered in the proposed method  as it takes less execution time 

and it gives minor difference in the recognition rate compared to other levels.  

 

The Curvelet transform of 1 coarsest level and 8 angles are applied on the dataset 

images . In the proposed method, the images are decomposed into single 

scales using real-valued Curvelet. The coefficients obtained using the Curvelet 

transform are shown in the Figure 3.11. These resultant Curvelet Coefficients are 

used to reorder the column vector Ii of the images. The discrete Curvelet transform 

via wrapping with pre-processing has been implemented in the proposed algorithm. 

Image Vector Xi is constructed by converting coefficients to a column vector and then 

performing catenation of all coefficient vectors. Let X = [X1, X2, X3….XP] be the 

Feature Image Matrix constructed by Discrete Curvelet Coefficient, then Eigenvalue 

and Eigenvectors are calculated for X.  

 

3.1.3 Feature Selection 

 

For selecting most efficient features, Eigenvalues are calculated using Principal 

Component Analysis (PCA). PCA is used with two main purposes. First, it reduces 

the dimensions of the data to a computationally feasible size. Second, it extracts the 

most representative features out of the input data so that although the size is reduced, 

the main features remain, and still be able to represent the original data [17].  

 

Eigenvectors and Eigenvalues are calculated for the Principal Component Analysis. 

Eigenvectors are derived from the covariance matrix calculated from the Feature 

matrix. Eigenvectors are invariant to the direction. The covariance matrix C of the 

input data is calculated from the equation (3.13) 

 

  (3.13)   
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Where the difference   between image vector Ii   and mean   are calculated as 

equation (3.14) and (3.15) 

 

  (3.14)   

 

 
 (3.15)   

                                                

 

 

All Eigenvectors i and Eigenvalues i of this covariance matrix are derived from the 

equation (3.16) as  

 

  

 

(3.16)   

 

The set of Eigenvectors will have corresponding Eigenvalues associated with them; 

indicate the distribution of these Eigenvectors in representing the whole dataset. 

Typical references have shown that, only a small set of Eigenvectors with top 

Eigenvalues are enough to build up the whole image characteristic. PCA tends to find 

a P-dimensional subspace whose basis vectors correspond to the maximum variance 

direction in the original image space.  New basis vectors define a subspace of images 

called Eigenspace.  

 

The value of Eigenspace is represented using equation (3.17). 

 

  (3.17)   
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The weight i of each input image vector Ii is calculated from the matrix 

multiplication of the different i with the  Eigenspace matrix. 

 

  (3.18)   

 

The image weight calculated from the equation (3.18) is the projection of an image on 

the object Eigenspace, which indicates the relative “weight” of the certainty that 

whether such image is an image of a training Dataset or not.  

 

The initial training set S consists of P different Images. These images are transformed 

into a new set of vector T
w
 of all input training weight. Figure 3.12 shows the 

EigenImage after applying PCA to the Curvelet transform with pre-processing and 

without pre-processing.  

 

 

 

 

 

Figure 3.12 : (a) Eigenspace Image after applying Curvelet Transform without Pre-

processing (b) Eigenspace Image after applying Pre-processing and Curvelet 

Transform 
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This transformation has showed how PCA has been used to reduce the original 

dimension of the dataset (P × m × n) to T
w
 (Size (P × P)) where generally P << m × n. 

Thus the dimensions are greatly reduced and the most representative features of the 

whole dataset still remain within P Eigen features only. 

 

3.1.4 Feature Matching 

 

For matching best feature vector from Eigen matrix, similarity measures like 

Euclidean distance measure and Neural network are calculated and compared. 

 

3.1.4.1 Euclidean Distance Measure 

 

 

With the coordinates   and    the Euclidean distance between coordinates  

 and  is defined as  

 
 (3.19)   

 

3.1.4.2 Backpropagation Neural Network  

 

Backpropagation was created by generalizing the Widrow-Hoff learning rule to 

multiple-layer networks and nonlinear differentiable transfer functions. Input vectors 

and the corresponding target vectors are used to train a network until it can 

approximate a function, associate input vectors with specific output vectors, or 

classify input vectors in an appropriate way as defined by the Application. As shown 

in Figure 3.13. Networks with biases, a sigmoid level, and a linear output layer are 

capable of approximating any function with a finite number of discontinuities. 

Neuron Model (tansig, logsig, purelin) is an elementary neuron applied to the inputs. 

Each input is weighted with an appropriate weight matrix. The sum of the weighted 

inputs and the bias, form the input to the transfer function .  Neurons use any 
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differentiable transfer function f to generate the output. The Feedforward Neural 

network uses the Initialization, Activation, Weight Training and Iteration Steps to 

perform the Learning Phase. For training Neural Network, weight matrix T
w
 of 

Training Dataset obtained from the Contourlet-PCA/Curvelet-PCA is used as the 

input nodes of the Neural Network as shown in Figure 3.14. 

 

Figure 3.13 : Feed Forward Neural Network Model 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.14 : Learning Phase of the Neural Network Classifier 
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When a new image from the test set is considered for recognition, the image is 

mapped to Contourlet-PCA / Curvelet-PCA subspace and weights are calculated for 

the particular image. The number of output nodes is equal to the number of total 

images, to be classified.  

 

3.1.5  Proposed Methodology of Object Classifier 

 

The objective of the proposed work is to extract the feature vectors for image 

Identification. Figure 3.15 illustrates overall process of calculating Contourlet 

transform / Curvelet transform and PCA applied to the training images and 

recognition of testing dataset. The first task for Feature extraction and selection and 

second task for Feature matching and object identification are executed as follows. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.15 : Block Diagram of Proposed Object Classifier System 
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Let X_Image and Y_Image represent the training and testing datasets respectively. 

For gaining the best feature vector from the training dataset, at first, all the images are 

normalized. 

 

Feature Extraction and Selection 

 

 

The following steps are performed for feature extraction. 

  

 RGB image is converted into grey scale image and resized to 64 × 64. 

 

 Filtering is applied to remove noise and sharpening the image. Unsharp 

Contrast Enhancement filter is used for the pre-processing of face images. 

Thresholding has been applied for retrieving edge points.  

 

 Feature extraction is performed using Discrete Contourlet Transform and 

Discrete Curvelet transform. 

 

 Contourlet Transform: Decompose each image into the Contourlet 

transform. As a result of performing Contourlet Transform, coefficients of low 

frequency and high frequency in different scales and various directions will be 

obtained. Decomposed coefficients with the same size k × k as C1, C2-1, C2-

2…..Cn-1 , ….Cn-u ,where u is the number of directions.  These Coefficients are 

used to reorder the column vector Ii of the images. All the coefficients are 

arranged to make a column vector. 

 

Curvelet Transform: Decompose each image into the Curvelet transform. As 

a result of performing Curvelet Transform, coefficients of low frequency and 

high frequency in different scales and angles are obtained. Decomposed 

coefficients of different sizes are obtained as C1, C2-1, C2-2…..Cn-1….Cn-v 

where v is the number of angles.  These Coefficients are used to reorder the 

column vector Ii of the images.  All the coefficients are arranged to make a 

column vector. 
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 The Feature image matrix I= [I1, I2, I3 ….. IP] is constructed from the 

coefficient column vector Ii, where i represent the number of images.  

 

 Feature matrix I is transformed to lower dimension subspace Tw using PCA.  

 

 Tw consists of Weight calculated for each image of the respective Dataset. 

 

 Neural Network / Euclidean Classifier are used to measure the distance 

between the images. 

 

Feature Matching and Identification 

Feature Matching is performed by Euclidean distance classifier and neural network 

classifier for Object identification. The results of both methods compared and 

implemented in the visual tracking task. 

A. Euclidean distance Classifier 

In this classification method, each image transformed to a lower order subspace using 

Contourlet-PCA / Curvelet –PCA using the above steps. Upon observing an unknown 

test image X, the weights are calculated for that particular image and stored in the 

vector . Afterwards, is compared with the weights of training set  using the 

Euclidian distance using equation (3.20). 

 

 
 (3.20)   

 

If average distance does not exceed some threshold value, the weight vector of the 

unknown image  is matched with the training dataset. 

B. Neural Network Classifier 

Weight vector is used to feed the respective neural network for obtaining the object 

recognition results. A threshold value near to 1 represents the classification matching 
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to the target and 0 represents the classification far away from the target. Logarithmic 

sigmoid transfer function is used for input layer and hidden layer. Back propagation 

training is implemented with Gradient descent with momentum. 

 

3.2 Vehicle Identification System 

 

Considering Visual Surveillance system and Traffic monitoring system, Vehicle 

Identification system has been implemented. The novel approach using three Class 

structures has been proposed to improve the efficiency of vehicle identification. Three 

classes have been classified according to the length and width ratio. For example as 

classification of vehicle has been categorized in bus, truck, cycle, scooter, rickshaw 

etc. If bus or truck is considered from side view, the length to width ratio becomes 

less than one. These types of vehicles which are rectangular in shapes are considered 

as class one. Class one vehicles are stored separately as a training set one. The second 

class of vehicles is considered having length to width ratio greater than one. 

Pedestrians are considered in this class. Vehicles having equal length and width 

where ratio is close to one is considered to be class 3.  Different feature vectors are 

calculated for each class. The flow chart for training the feature matrix and Vehicle 

identification tasks are explained in Figures 3.16 and 3.17. 

 

3.3 Visual Tracking  

 

3.3.1 Single Object Tracking Algorithm  

 

To overcome the problems arising in conventional tracking algorithms which were 

discussed in the literature review earlier, a novel Block Matching Tracking Algorithm 

using Predictive Motion Vector based on 3D color histogram has been proposed and 

implemented efficiently. 
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Figure 3.16 : Training of Vehicle Dataset using Three Class Structures 
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Figure 3.17 : Vehicle Identification System 
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To minimize the searching time of the object block in the frame, prediction based 

probabilistic search block matching algorithm has been implemented. The proposed 

algorithm is considered with a flexible size of block as well as pixel displacement. 

System tracks the single object selected by the user. Accuracy increased by 

implementing different conditions of the object like-object having similar type of 

background and foreground, object moving near to frame boundary, object with no 

motion in the frame sequence, object of boundary etc.  

 

3.3.1.1 Object Tracking Algorithm 

 

The main algorithmic flow chart as shown in the Figure 3.18 can be summarized as 

follows: 

1. Define a rectangular block on the region of interest Bo in the first frame of a 

video sequence. 

 

2. Compute the 3D colour histogram h1 (  ) of the Bo region. Here     8 

× 8 × 8  bins have been used to find colour histogram. 

 

3. In the second frame, start from the former location and examine the surrounding 

windows by calculating histogram h2 ( ) for each window Bj   

having block sizes same as Bo. Similarity measure by Histogram matching using 

Bhattacharya coefficient is applied across the Frame using equation (3.21). 

 

 
 (3.21)   

 

Where  and are the histogram of two different images and  is the similarity 

measure. The large the value of , more will be the similarities between the 

distributions. For two identical normalized histograms we obtain =1, indicating a 

perfect match. 
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Figure 3.18 : Single Object Tracking Algorithm 
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4. Apply Predictive Block Matching (PBM) algorithm to find the search region and 

find appropriate similarity region while minimizing the distance between the 

detected locations using the matching criteria. The flow chart of PBM algorithm 

is explained in the Figure 3.20. 

 

5. Iterate the above steps for all the frames in a sequence. 

 

3.3.1.2 Predictive Block Matching Algorithm 

 

Search Pattern 

 

The proposed PBM algorithm employs pattern as illustrated in the Figure 3.19. The 

pattern called Large Predictive Search comprises of nine checking points from which 

eight points surround the centre one.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.19 : Large Predictive Search Pattern – Nine points 
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Figure 3.20 : Predictive Block Matching Algorithm 
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Block Matching Algorithm 

 

The steps in the Block matching algorithm can be summarised as follows n1 × m1 is 

the Bounding box size of the object, that is considered as a Block Size and the left 

corner pixel of the object is Bo (i, j). 

 

 
a. Initialize the Predicted Vector (PV) and displacement value of pixel b. 

Initialize the Predicted Vector direction of search for the first frame as shown 

in the Figure 3.21. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.21 : Block Matching Direction and Search for Frame no. 1.                                              
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b. Compute the matching error (E) between the current block and block which 

appeared at the same location of the object in the reference frame. 

 

If matching error (E) = 0 

Motion vector (MV) ← 0 

Exit and go to step 4; 

 else 

Go to step 3. 

 

 

c. Check nine search points of the Search window according to the direction set 

using predicted vector directions. Repeat the search as shown in the Figure 

3.22 in all 8 directions until matching block is found.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.22 : Block Matching and Search Predicted Vector Direction for Predictor 
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If matching Criteria > Threshold Value 

 

     Motion Vector (MV)  ←  Block pixel value Bj(x,y) 

 

               B11 ←  x Coordinate of Match block – x  Coordinate of previous   

                     Match  Block               

                            

                 B12 ←  y Coordinate of Match block – y  Coordinate of previous   

        Match   Block           

 

         Predicted Vector PV  ← i 

       Displacement pixel b ← max (B11, B12)/2 

                 Next direction nd   ← PV  

                Predicted Vector Direction PVD ← [nd, nd+1, nd-1, nd+2, nd-2, 

                                                                                      nd+3, nd-3, n+4] 

 

       If Match Block = Boundary Block 

     Exit from the main program. 

    else go to step3 

 

          else go to step 2. 

 

3.3.1.3 Analysis of PBM algorithm 

 

Zero motion prejudgment 

 

To distinguish the static and moving blocks, a technique called Zero motion 

prejudgment [45] is implemented. The prejudgment is made by computing the 

matching error between the current block & block at the same location in the 

reference frame that corresponds to zero motion vector. If matching error is zero, than 

object is considered as a static object and algorithm jumps to the next frame without 

performing the remaining search. 
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Early termination 

If the object in the frame found moving towards the boundary, the early termination 

of the object is considered by minimum matching difference at all the boundary 

points. If matching found, search process will be immediately terminated without 

checking next frames. 

 

3.3.2 Multiple Objects Tracking 

 

For multiple objects tracking, Kalman Filter tracking works well, only when an 

accurate model of the problem is available. Particle Filter Tracking supports multi–

object tracking without requiring any modeling of the object but at the cost of higher 

computational speed. Mean Shift tracking is fast but not robust for extremely fast 

moving object and illumination changes. To overcome the above problem, Blob 

Tracking algorithm is used as tracking that established by temporal relationships 

between Blobs without the use of domain-specific information. For further 

improvement in the conventional Blob tracking, color segmentation was applied to 

retrieve color statistics of the object. To overcome the problem of same color object, 

features were extracted using Contourlet transform. Hybrid tracker implementation is 

the suggested efficient algorithm for visual tracking. The hybrid tracker has been 

implemented using color features and discrete Contourlet Transform.  

 

 A distinctive feature of the proposed algorithm is that the method operates on region 

descriptors instead of region themselves. This means that instead of projecting the 

entire region into the next frame, only region descriptors need to be processed. 

Therefore, there is no need for computationally expensive models. 

 

To show the validity of the algorithm, traffic monitoring system is considered at 

present. Different statistical conditions are incorporated for making efficient 

algorithm. Vehicle classifier is also incorporated with the visual tracking task which 

identifies and displays the class of vehicle indicating car; bus etc in the visualization 

of tracking. The Contourlet transform feature extraction used in the classifier and also 



76 

 

used to track the object of the same color. Thus Algorithm calculations serve 

multipurpose and also increase the efficiency. 

 

The main algorithm for visual tracking is summarized as follows: 

 

 Perform video pre-processing on each frame. 

 

 Do Video Segmentation using background subtraction. 

 

 Perform Thresholding to convert the image into binary image. 

 

 Apply Opening and Closing function to remove unwanted small data. 

 

 Calculate the object statistics using Blob Analysis system object. 

 

 Do the Color Segmentation using the object statistics derived from above 

steps. 

 

 Track the object based on the color histogram and set of 2D moment 

Invariants. Same color featured object is to be differentiated using Contourlet 

transform and PCA. Centroid Statistics is to be used to measure the distance 

and direction of the object with respect to the previous frame. 

 

 Visualize the result in the movie frame. 

 

 

The overall system flow chart for multiple objects tracking has been explained in the 

Figure 3.23 and Figure 3.24. Figure 3.24 explains the flow chart for visual object 

tracker task which has been called in the main algorithm of visual tracking explained 

in the Figure 3.23. 

 

Brief description about each step implemented in the algorithms is given in the sub 

sections. 
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Figure 3.23 : Visual Tracking Algorithm for Multiple Objects 
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Figure 3.24 :  Visual Object Tracker for performing Region Matching and Tracking 
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3.3.2.1  Foreground Object Extraction 

 

For extraction of the foreground object; background subtraction, thresholding and 

morphological operations are performed on video frames. 

 

 Background Subtraction and Thresholding  

 

Segmentation approach to extract the foreground and background scene must be 

robust to shadow and changing light conditions. The method should be sensitive 

enough to detect actual changes in the background scene while not identifying false 

variations. Also the speed of execution must be at high rate which can be 

implemented for real time processing.  To eliminate the effect of the shadow and 

lighting effect, all RGB frame are converted to YCbCr color space which is widely 

used for video processing [76]. In this format, luminance information is stored as a 

single component ( ), and chrominance information is stored as two color-difference 

components (  and ). Cb represents the difference between the blue component 

and a reference value. Cr represents the difference between the red component and a 

reference value. They are expressed by the equations as  

 

  (3.22)   

                        (3.23)   

                                             (3.24)   

                                         

Luminance information that is affected by the shadow and lighting conditions in the 

background is removed by equation (3.25) and (3.26).  Foreground object is detected 

by the difference between current frame and image of the static background of scene 

which is normally considered as a first frame of the sequence or selected by the user 

as a background frame. 
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  (3.25)   

 

  (3.26)   

                

Where  and  are threshold values used for detection of foreground objects 

calculated with Otsu‟s threshold method. 

 

In the proposed system, static background scenes are assumed, so a general threshold 

value is chosen that applies to all pixels. In addition, a number of post processing 

stages are used to clean up the resultant image. Images produced by background 

subtraction techniques have a lot of noise due to threshold selection. The second step 

of this algorithm is to make a morphological opening and closing in the binary image 

(the segmented image). The morphological operations remove small objects created 

by noise.  

 

 Morphological operation 

 

The morphological open and close operations, using circular structuring elements of 

radius 5 pixels, are applied to assist in the noise removal process. The morphological 

opening is composed of two basic operators with the same structure element Erosion 

and Dilation. Erosion and Dilation can be expressed in terms of Minkwoski addition 

and subtraction of two set A and B as [31]:  

 

  (3.27)   

 

 
 (3.28)   

 

The mathematical opening and closing can be represented as 
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  (3.29)   

  (3.30)   

 

Where   is an input image and B is a structuring element. 

 

 

3.2.2.2     Blob Analysis  

 

Each object is processed separately and decomposed into a set of non-overlapping 

regions to produce the region partition. This step takes into account the spatio-

temporal properties of the pixels in the computed object partition and extracts 

homogeneous regions.  After performing morphological operations, blob analysis can 

be done to identify the objects in the scene and calculate their features to track the 

objects in the binary image frame. Typically the blob features usually calculated are 

area, number of pixels which compose the blob, perimeter, location and blob shape. 

Color segmentation is performed by extracting the color descriptor from the original 

frame using the blob statistics. Two different ways of connection can be defined in 

the blob analysis algorithm depending on the application. One consists to take the 

adjacent pixels along the vertical and the horizontal as touching pixels and the other 

by including diagonally adjacent pixels as shown in the Figure 3.25. 

 

0 x 0 
  

x x x 

x P(x,y) x 
  

x P(x,y) x 

0 x 0 
  

x x x 

  
(a)                                                                        (b) 

 

Figure 3.25 :  (a) 4-Neighbourhood Pixels (b) 8-Neighbourhood Pixels 
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Figure 3.26 describes the overall steps for performing the blob segmentation. 

 

 

Figure 3.26 : Blob Segmentation Module 

Blob statistics  

 

For target instance called blob having the area for l number of objects at time t for 

frame number n includes its Area .  Its Centroid   is computed as: 

 

 
 (3.31)   

 

Where   are the blob pixels 
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The similarity  and the  Centroid distance  between two target instances 

 and   in two consecutive time slices t and t-  are defined as: 

 

  (3.32)   

 

 
 (3.33)   

 

3.2.2.3     Region Descriptor and Region Matching 

 

The performance of the blob analysis algorithm depends totally on the quality of the 

segmentation. With a bad segmentation, the blob analysis can detect some not 

interesting blobs or can merge some different blobs due to lighting condition or noise 

in the image. Blob analysis finds the entire bounding boxes which are created and 

puts a label for each one to memorize the different regions present in the scene. For 

each region a set of features are extracted as region descriptors. The feature space 

used is composed of spatial and temporal features. Color descriptor is derived for 

each region using blob statistics from the current frame. 3- D histogram is calculated 

for each region.  Color descriptor is converted into seven invariant moments for 

dimensionality reduction. 

 

Hu (1962) derived a set of two dimensional invariant moments in shape recognition 

using algebraic invariant. Two dimensional moments of a digitally sampled M × M 

image having gray function   for (x, y=0,…….M-1) can be expressed by 

 

  (3.34)   

 

 Where   = 0,1,2,3 ……. 
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The moments  translated by an amount (a, b) are defined as 

 

  (3.35)   

 

The central moments  or  can be computed using equation (3.34) and (3.35)   

by substituting a = -  and b = -  as 

 

 

 

 

  

(3.36)   

 

 

  (3.37)   

 

The shape of an image can be represented in terms of seven invariant moments 

( ) expressed by equation (3.38) to (3.44). The first six functions ( ) 

are invariant under rotation and last  is both skew and rotation invariant.  

 

The seven moments can be defined as 

 

  (3.38)   

  
(3.39)   

 

  (3.40)   
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 (3.41)  

 

 

(3.42)   

 

 

 
(3.43)   

 

 

 

(3.44)   

 

 

Where the normalized central moments are denoted as 

 

  (3.45)   

 

Where   =   

 

The  values make a seven entries feature vector that is used for measuring the 

similarity between images. 

 

Region Matching is the projection of the information of the current frame n into the 

next frame n+1.  Regions of frame n and frame n+1 with most similarity are 
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considered as the correspondent objects and receive same labels.  Seven 2D invariant 

moment values are used for region matching. Two way matching has been performed 

for accurate matching purpose. Color histograms with 2D invariant moments have 

been used for region matching. Color histogram handles shape variation property of 

the object well. If more objects having similar color features in the frame exists, than 

it gives more than one correspondence between the target frames.  For eliminating the 

problem, frequency feature transform is used. Contourlet transform with Principal 

component analysis handles the scale deformation of the object well. 

 

3.2.2.4     Region Tracking 

 

After finding the corresponding regions between two successive frames, through a 

top-down and a bottom-up interaction with the region partition step, objects of current 

frame are validated and are given same labels as previous frame.  Motion analysis is 

performed to find the direction of motion and speed of the motion using the blob 

statistics as shown in the Figure 3.27. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.27 : Visual Tracking System  
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Summary: Object Identification and Visual Tracking algorithm for single object 

tracking and multiple objects tracking are discussed. For object identification, 

classifier is designed with the discrete Contourlet transform and fast discrete Curvelet 

transform via wrapping. For efficient design of Classifier, feature extraction is 

performed by discrete Contourlet transform and fast discrete Curvelet transform via 

wrapping followed by pre-processing stages used for image enhancement. For fast 

execution speed of feature extraction, Eigenvalues are calculated which are 

discriminant features of the image plays important role in the dimensionality 

reduction of feature matrix created for training dataset. Efficiency of the classifier is 

compared with the discrete Contourlet transform and discrete Curvelet transform with 

and without pre processing. Considering Visual Surveillance applications, Vehicle 

Classifier is designed with the 3-class structure for more improvement in the object 

identification task. Finally, discrete Contourlet transform with the pre processing is 

incorporated for object identification with the visual tracking task as it is more 

efficient and fast compared to other methods.  

 

For single Visual tracking, novel block matching algorithm has been proposed with 

efficient termination conditions while tracking. Multiple objects tracking algorithm 

has been implemented using hybrid tracker. Hybrid tracker is more efficient for visual 

surveillance applications. Hybrid tracker is implemented with color features and 

texture features using discrete Contourlet transform, that are calculated for object 

identification purpose also. Visual tracking task calculates speed in terms of pixels, 

direction and object tracking number with object identification.  

 

For actual speed conversion from image space to object space camera parameters are 

calculated. The camera parameters calculations with the experimental results of 

object identifications and visual tracking have been discussed in the next chapter.  

 

 

 

 

 



88 

 

 

Chapter 4 

4 Experimental Results 

All the algorithms for visual tracking are implemented in MATLAB 7.11 Release 

2010b and executed on the Pentium–IV, 3.00GHz CPU with 1 GB RAM. Image 

Processing toolbox, Wavelet Toolbox, Neural Network toolbox, Contourlet Toolbox 

and Curvelet Toolbox available with MATLAB are used. 

 

4.1 Datasets  

 

To validate the accuracy and efficiency of the proposed algorithm for object 

identification, Face dataset and Vehicle dataset are considered. For the visual tracking 

algorithm different types of sequences available from standard dataset and the 

different web sources are used. Some of the real time pre-recorded sequences are also 

implemented for testing the accuracy of the proposed method. 

 

4.1.1 Face Dataset and Vehicle Dataset 

 

For face identification two different databases have been used:  
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Face94 and IIT_Kanpur Dataset. The results for recognition using discrete Curvelet 

transforms are compared with the discrete Contourlet Transform [23], [28].  

 

A.    IIT_Kanpur Dataset
77 

 

IIT_Kanpur dataset consists of total 660 male and female images. Total database 

consists of 22 images of female faces and 38 images of male faces having 40 distinct 

subjects in up right, frontal position with tilting and rotation. Therefore this is a more 

difficult database to work with. The size of each image is 640x480 pixels, with 256 

grey levels per pixels. For each individual, 3 images have been selected randomly for 

training and 10 images for testing. Figure 4.1 (a) shows the original image of one 

female face having different position and tilting. Figure 4.1 (b) shows gray scale 

images of IIT_Kanpur dataset before filtering. 

 

B.     Face94 Dataset
78 

 

Face94 dataset consists of total 2660 images. The dataset consists of 20 female and 

113 male face images having 20 distinct subject containing variations in illumination 

and facial expression. For each individual again 3 images have been selected 

randomly for training and 10 images for testing out of 20 different types of face 

images. Figure 4.2(a) shows female face image from Face 94 Dataset having different 

pose and (b) shows some of the images of Face94 Dataset used for training. Figure 

4.3 shows the gray scale face images used for testing purpose from faces94 dataset. 

 

C.     PASCAL VOC 2006 Dataset 

 

To validate the accuracy of the Vehicle Classifier system, different images of the 

vehicles from Pascal VOC 2006 dataset have been used [81]. Training dataset consists 

of 300 images of different subjects. VOC dataset contains 10 different classes of 

dataset they are bicycle, bus, car, motorbike, cat, cow, dog, horse, sheep and person. 

Only vehicle dataset from the VOC dataset is used.  Some of the vehicle images are 

downloaded from different commercial websites. Testing dataset consists of 100 real 

world images. Figure 4.4 shows the images used for testing purpose. The testing 

dataset is implemented with unsupervised data not used for training.  
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(a) 

 

 

(b) 

 

Figure 4.1 :  (a) Face Images with Different Position and Tilting (b) Gray Scale 

Images of IIT Kanpur Dataset 
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(a) 

 

 

(b) 

 

Figure 4.2 :  (a) Sample Images from Face 94 Dataset having Different Pose (b) Some 

of the Images of Face94 Dataset used for Training 
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Figure 4.3 : Some of the Gray Scale Images of Face94 Dataset used for Testing 
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Figure 4.4 : Vehicle Dataset from PASCAL VOC 2006  
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4.1.2 Test Sequences   

 

Different types of available standard test sequences are used to evaluate the proposed 

tracking algorithm [79] ,[80]. CAVIAR [82], PETS (Performance Evaluation of 

Tracking and Surveillance) 2000 and PETS 2001 dataset sequences have been used 

for evaluation.  PETS dataset consists of the file in two formats (a) Quick Time movie 

formation with Motion JPEG compression and (b) individual JPEG files. We selected 

movie format for practical evaluation. PETS 2000 dataset consists of outdoor people 

and vehicle tracking sequence using single camera as shown in the Figure 4.5. PETS 

2001 consists of five separate sets of training and test sequences. All the datasets are 

multi-view and are significantly more challenging than in terms of significant lighting 

variation, occlusion, scene activity and use of multi-view data. 

  

 

Figure 4.5 : Some of the Sequences from PETS 2000 Dataset used for Visual 

Tracking 
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Video Clips from CAVIAR project are used for tracking purpose. These include 

people walking alone, meeting with each others, window shopping, entering and 

exiting shops etc. The file sizes of different sequences are between 6 to 12 MB 

compressed with MPEG2. Apart from the PETS dataset, many sequences available 

from the internet also have been evaluated.  These sequences consist of different 

format and different conditions of motion. The objects appearing in the sequences are 

with different size, scale, background and lighting conditions. Three different 

category of the color image sequences used are (1) Simple Sequence having similar 

type of foreground and background color (2) object moving near to boundary and then 

appearing out of frame on ending frames and (3) no motion in all frames. Rainy 

sequence with bitmap format is used for testing the different boundary conditions. 

 

Multiple Objects tracking algorithm is implemented on traffic sequences of the cars 

on the Highway. Real time pre recorded road sequences with vehicles also have been 

implemented for identification of vehicles with tracking.  

 

4.2 Camera Modeling Parameters 

 

Motion estimation is the process of determining motion vectors that describe the 

transformation from one 2D image to another, usually from adjacent frames in a video 

sequence. The motion estimation module creates a model for the current frame by 

modifying the reference frames such that it is a very close match to the current frame. 

The objective of modeling the camera parameters is to estimate the motion vectors 

from two time sequential frames of the video.  

 

The motion of an object in the 3D object space is translated into two successive 

frames in the image space at time instants t1 and t2 as shown in Figure 4.6.  

Translational and rotational motion of the objects can be defined in temporal frames 

using this model. 
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Figure 4.6 : Basic Geometry Model of the Object in 3- D Space 

 

 

In the Figure 4.6, 

 

 t1, t2 represent the time axis such that t2 > t1. 

 

(X, Y) are the Image space coordinates of P in the scene at time t1 

(X‟, Y‟) are the Image space coordinates of P at time t2  

(x, y, z) are the Object space coordinates at a point P in the scene at time t1 

(x‟, y‟, z‟) are the Object space coordinates at a point P in the scene at time t2 

 

The output of the motion-estimation algorithm comprises of the motion vector for 

each block, and the pixel value differences between the blocks in the current frame 

and the “matched” blocks in the reference frame. 
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Different technical parameters of the camera [72] used for motion estimation are 

considered as follows: 

 

 Focal Length 

Rays from infinite distance objects are condensed internally in the lens at a common 

point on the optical axis. The point, at which the image sensor of the CCTV camera is 

positioned, is called a focal point. Designing of lenses have two principal points, a 

primary principal point and a secondary principal point. As shown in the Figure 4.7, 

the distance between the secondary principal point and the focal point (image sensor) 

determines the focal length of the lens. 

 

       Secondary principal point 

 

 

 

 

           

         

     Primary principal point                          Focal length        Focal point /image sensor    

 

Figure 4.7 : Focal Length in Camera model  

 

 Angle of View 

The angle formed by the two lines from the secondary principal point to the image 

sensor is called the angle of view shown in the Figure 4.8. Therefore the focal length 

of the lens is fixed regardless of the image format size of the CCTV camera.  

 

The Angle of view changes with the focal length of the lens and with the image sensor 

size of the camera as shown in the Table 4.1. Figure 4.9 shows the effect of angle of 

view for different focal lengths. 
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Figure 4.8 : Angle of View in image sensor 

The focal length to cover the object can be calculated using the following equation: 

 

  (4.1)   

 

  (4.2)   

 

f   : focal length of the lens 

 : Vertical size of the object 

  : Horizontal size of object  

D  : Distance from lens to object 

 : vertical size of image 

 :  horizontal size of image 

 

Table 4.1 : Camera Format 

FORMAT   inch   inch    inch   inch   inch 

 (mm) 6.6 4.8 3.6 2.7 0.7 

 (mm) 8.8 6.4 4.8 3.6 1.6 
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Figure 4.9 : Angle of View in CCTV Camera 
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 F-Number 

The F number is the index for the amount of light that passes through a lens. Smaller 

the number greater the amount of light passes through lens. The F number is a ratio 

between focal length and effective aperture as follows:  

 

  (4.3)   

 

Where  is the focal length, D is the effective Diameter of the lens. 

 

 Field of View 

The field of view varies along with the focal length of the lens as shown in the     

Figure 4.10. 

 

 

Figure 4.10 : Field of View 

W :  width of the object 

H  :  height of the object  

w  : width of the format 

      format = 6.4 mm, format =  4.8 mm, format =  3.6 mm 

h  : height of format       

   format = 4.8 mm, format = 3.6mm,  format = 2.7 mm 

f  : focal length 

L   :  object distance 

 



101 

 

 Depth of the field 

When an object is focused, it is observed that the area in front and behind the object is 

also in focus. The range in focus is called depth of the field. When the background is 

extended to infinity, the object distance (focusing distance) is called hyper focal 

distance. Depth of the field is calculated using the following formula. 

 

  (4.4)   

    

  (4.5)   

 

  (4.6)   

 

 

F   : F Number 

H :  hyper focal distance 

f  :  focal length 

B :  object distance (measured from image sensor) 

T1 :  near limit 

T2  :  far limit 

C : circle of least confusion    format = 0.015 mm,  format = 0.011 mm,                 

    format = 0.008 mm 

 

Depth of field increases when 

 

 Focal length is shorter 

 

 F – number is larger  

 

 Object distance is longer 
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 Camera Format 

 

The size of camera‟s imaging device (image sensor) affects the angle of view , the 

smaller devices create narrower angles of view when used on the same lens. 

Lenses are specified as designed for a particular sensor size. On the surface of the 

image sensor, there are millions of photosensitive diodes, called photosites, each of 

which captures a single pixel of the photograph to be captured. Cameras with larger 

sensors and larger pixels collect more light given the lens with same F- number and 

field of view. Figure 4.11 shows the sensor sizes to be used when calculating fields of 

view and angles of view.  

 

There are many parameters that can be used to evaluate the performance of an image 

sensor, which includes dynamic range, signal-to-noise ratio, low-light sensitivity, etc. 

For sensors of comparable types, the signal-to-noise ratio and dynamic range improve 

as the size increases. 

 

 

 

 

 

 

 

 

 

 

Figure 4.11 : Image Sensor Size 

 

The focal length of the lens is measured in millimeter (mm) and directly relates to 

the angle of view that will be achieved. Short focal length provides wide angle of 

view and long focal length provides the narrow angle of view.  A normal angle of 

view is similar to what we see with our own eye and has a relative focal length 

equal to that of the pickup device.  
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 Motion Estimation by camera : 

 

To find the vehicle speed, successive frame images of the camera can be used. In this 

case, only the instantaneous speed can be found. This instantaneous speed is computed as 

follows [73]:  

  

  (4.7)   

 

where  is instantaneous velocity vector of a point projected on 2D image space and 

Δp is the displacement vector of that point in 2D image space. 

 

The displacement vector expresses the spatial displacement of a point during the time 

interval Δt. The time interval Δt is equal to the time which passes between two 

successive video frames and is equal to the frame replay rate (or frame capture rate) 

of the camera. In the proposed method frame capture rate of 30 fps (frame per second) 

is used. So the value of Δt to be used in equation (4.7) is 33.3 milliseconds. 

 

 

Figure 4.12 : View of Image Acquisition Plane [72] 
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In order to find the absolute values of displacement vectors or velocity vectors in 

object space, the vectors computed in video image coordinate system should be 

transformed to the object coordinate system which is in the object space. It is assumed 

that the observed scene is flat. In ideal situation, the flat scene must be just as vertical 

planes as in the Figure 4.12 [72]. The distances from the camera to the vertical planes 

are different because of the different depths. This difference causes the planes to have 

different scales in the image plane. On the other side, with only one camera and one 

image, it is not possible to detect the depths and indirectly the scales of the planes on 

the image.  

 

To calculate the different scales, let us assume that the vehicle is moving from left to 

right as vehicle 1 as in Figure 4.12. Then the visible side of the vehicle is right side 

and it is closer to plane with the scale . Scales of the vertical planes  and  

are obtained with the measured distances ,  and their corresponding distances 

and on the image plane such that   and respectively. In the similar 

way let‟s assume that the vehicle is moving from right to left. Then its visible side is 

the left side and it is closer to centre of the road axis. In this case, the scale can be 

taken as . According to this configuration and assumptions, if the ideal 

situation is achieved, then absolute values of the velocity vectors or displacement 

vectors can be obtained by using the corresponding scale factors. The scale of the 

camera in the proposed method can be calculated using magnification ratio of the 

object space to the image space. That is used to find the absolute velocity of the actual 

object. The distance between two points can be measured either by physical 

measurement or using the format specified in table 4.1.  

 

4.3 Classification and Tracking Results 

4.3.1 Object Classifier 

In order to assess the efficiency of the Object classifier, series of experiments have 

been carried out using face94 dataset and IIT_Kanpur dataset using Euclidian distance 

and Neural Network Classifier. Pre-processing stage has been applied to the image 



105 

 

dataset. Pre-processing stage includes Unsharp Filtering, Thresholding and 

Morphological operations. Pre-processed image results have been shown as        

Figure 4.13.  The performance results are obtained for all database using Contourlet-

PCA / Curvelet-PCA and both the Classifier. Results of Contourlet-PCA and 

Curvelet-PCA have been shown in the Figure 4.14. Eigen matrix has been calculated 

for dimensionality reduction and feature matching.  Poor results have been observed 

in the 6 types of faces from IIT Kanpur male dataset due to the number of variations 

in the faces. Table 4.2 shows comparative performance of the images with Contourlet 

Transform. The results of Contourlet transform with PCA using our proposed method 

gives better result than the discrete Curvelet transform with pre processing and 

without pre-processing.   The Table 4.3 reports the time required to calculate the 

Curvelet transform and Contourlet transform. The Discrete Contourlet transform is 

faster than the discrete Curvelet transform. 

 

 

 

 

 

Figure 4.13 : Images after applying Pre-processing Stage 
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(a) 

 

(b) 

 

Figure 4.14 :  (a) Eigenfaces using Contourlet-PCA after Pre-processing Stage                     

(b)  Eigenfaces using Curvelet-PCA after Pre-processing Stage 
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Table 4.2 : Recognition Rate for Object Classifier System 

(a) Recognition Rate using Discrete Contourlet Transform  

 

Dataset 

(JPEG 

Image) 

Size of the 

Image 

(Pixel) 

Contourlet 

Transform 

without 

Pre-processing 

Euclidean 

Classifier 

( % ) 

 

Contourlet 

Transform 

with 

Pre-processing 

Euclidean 

Classifier 

( % ) 

 

Contourlet 

Transform 

With 

Pre-processing 

Neural 

Network 

Classifier 

( % ) 

Faces_94 

female 
180 × 200 92.57 97.27 90.90 

Faces_94 

Male 
180 × 200 93.24 98.24 87.05 

IIT_Kanpur 

Female 
640 × 480 91.5 96 88 

IIT_Kanpur  

Male 
640 × 480 75.65 82 82 

 

(b) Recognition Rate using Discrete Curvelet Transform  

 

Dataset 

(JPEG 

Image) 

Size of the 

Image 

(Pixel) 

Curvelet 

Transform 

without 

Pre-processing 

Euclidean 

Classifier 

( % ) 

 

Curvelet 

Transform 

with 

Pre-processing 

Euclidean 

Classifier 

( % ) 

 

Curvelet 

Transform 

With 

Pre-processing 

Neural 

Network 

Classifier 

( % ) 

Faces_94 

female 
180 × 200 93..20 97.33 90.90 

Faces_94 

Male 
180 × 200 94.6 91.76 79 

IIT_Kanpur 

Female 
640 × 480 90.55 90 80 

IIT_Kanpur  

Male 
640 × 480 74.8 78 61.6 
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Table 4.3 : Execution Time required for Training and Testing of Face Images. 

(a) Discrete Contourlet Transform  

 

Dataset 

(JPEG 

Image) 

Pre-

processing 

Time 

(seconds) 

 

Contourlet Transform 

Euclidean Distance 

Classifier 

Contourlet Transform 

Neural Network 

Classifier 

Training 

Time for 

Dataset 

(seconds) 

 

 

Testing 

Time/Face 

(seconds) 

 

Training 

Time for 

Dataset 

(seconds) 

 

 

Testing 

Time/Face 

(seconds) 

 
Faces_94 

female 
30.54 86.35 1.53 92.45 0.98 

Faces_94 

Male 
37.10 88.23 1.54 93.06 1.11 

IIT_Kanpur 

Female 
15.98 46.35 2.18 52.37 1.52 

IIT_Kanpur  

Male 
16.30 50.05 2.32 56.02 1.54 

 

(b) Discrete Curvelet Transform  

 

Dataset 

(JPEG 

Image) 

Pre-

processing 

Time 

(seconds) 

 

Curvelet Transform 

Euclidean Distance 

Classifier 

Curvelet Transform 

Neural Network 

Classifier 

Training 

Time for 

Dataset 

(seconds) 

Testing 

Time/Face 

(seconds) 

Training 

Time for 

Dataset 

(seconds) 

 

Testing 

Time/Face 

(seconds) 

Faces_94 

female 
30.54 154.07 1.90 160.23 1.23 

Faces_94 

Male 
37.10 184.63 2.13 190.05 1.56 

IIT_Kanpur 

Female 
15.98 61.10 2.35 65.89 1.67 

IIT_Kanpur  

Male 
16.30 63.61 2.65 69.60 1.89 
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To validate the accuracy of the vehicle classifier system, different images of the 

vehicles from Pascal VOC 2006 dataset have been used. Vehicle dataset consists of 

300 images used for training. VOC dataset contains 10 different classes of dataset that 

are bicycle, bus, car, motorbike, cat, cow, dog, horse, sheep and person  Figure 4.15 

shows some of the images considered for training. Testing dataset consists of 100 real 

world images. Figure 4.16 shows the enhanced images after performing pre- 

processing on the VOC dataset. The testing dataset is considered as unsupervised data 

not used for training. The results of the recognition of vehicle using discrete Curvelet 

transforms with Pre-processing and without Pre-processing has been compared as per 

Table 4.4. The proposed method gives better and fast recognition results compared to 

all other three methods for vehicle dataset also.  

 

  

 

 

Figure 4.15 : Vehicle Images from the VOC 2006 Dataset 

 

 

 

 

Figure 4.16 : Enhanced Images after performing Pre-processing on VOC 2006 Dataset 
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Table 4.4 :  Performance Evaluation for VOC 2006 Dataset 

(a) Recognition Rate using Discrete Contourlet Transform (in %)  

 

Dataset 

(JPEG 

Image) 

Size of the 

Image 

Feature matrix 

Created for 

training 

Contourlet 

transform 

 

Contourlet 

Transform 

without 

Pre-processing 

Euclidean 

Classifier ( % ) 

Contourlet 

Transform 

with 

Pre-processing 

Euclidean 

Classifier ( % ) 

Vehicle 

Image 
160 × 120 4096 × 300 22 42 

 

(b) Recognition Rate using Discrete Curvelet Transform (in %) 

 

Dataset 

(JPEG 

Image) 

Size of the 

Image 

Feature matrix 

Using Curvelet 

Transform 

 

Curvelet 

Transform 

without 

Pre-processing 

Euclidean 

Classifier ( % ) 

Curvelet 

Transform 

with 

Pre-processing 

Euclidean 

Classifier ( % ) 

Vehicle 

Image 
160 × 120 7225 × 300 18 36 

 

 

4.3.2 Visual tracking System 

 

To check the performance of the proposed method, many real time pre-recorded 

sequences for single object tracking as well as multiple objects tracking have been 

used. 

 

4.3.2.1 Single Visual Tracking System 

 

In the single visual tracking system, the tracking object is selected by the person in the 

first frame. Tracking system track the same objects in other frames and finally 

converted into movie. 
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First Sequence [79] „Girl_walking‟ with 320x240 dimensions of each frame has been 

used. The frames are randomly selected to prove the efficiency of proposed algorithm. 

The tracking result of the „girl‟ sequence is shown in the Figure 4.17. 

 

 

(a)                                                       (b) 

 

(c)                                                       (d) 

Figure 4.17 :  „Girl_walking‟ Sequence and Tracking Results in Different Frames 

 

Another sequence, „Rain‟ with „bitmap‟ format is shown in the Figure 4.18 having 

320x240 dimensions of each frame. This sequence is used for checking the 

performance of proposed tracking algorithm in poor lighting and rainy condition 

under the outdoor environment. This sequence is used to track the person1 as shown 

in the Figure 4.18 (a) having normal motion appearing from first frame to end frame 

and to track the person2 as shown in the Figure 4.18 (b) appearing from in between 

frames and disappeared after some frames. Table 4.5 shows the execution time 

required to track the single object. 
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(a) 

 

(b) 

 

Figure 4.18 : (a) Tracking Results of Person 1 in „Rain‟ Sequence (b) Tracking 

Results of Person 2 with Boundary Termination Conditions 

 

The proposed method shows better results compared to the standard Mean shift 

method. Figure 4.19 and Figure 4.20 show the results of tracking with Mean shift 

method and using Proposed Method. The method is based on the 3D color histogram. 

So it fails for the sequence with the drastic change in the back ground color and 
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foreground color.  Figure 4.21 shows the result of “Helicopter” and “Fight and 

runaway” sequences fails to track the object after some frame. Table 4.6 reports the 

sequences used to track the single object visual tracking system.  

 

Table 4.5 : Performance Evaluation of Image Sequences 

 

 

 

 

(a) 

 

 

(b) 

Figure 4.19 : Tracking Results of Pedestrian (a) Using Mean shift Method (b) Using 

Proposed Method 

Sr. 

No 

Name of the 

sequence 

Size of the object 

selected in first frame 

(Pixels) 

Tracking time to track 

the selected object 

(second) 

1 Girl_walking 70 × 150 64.9060 

2 Cow _motion 230 × 150 7.2030 

3 Cow_nomotion 230 × 150 5.6250 

4 Rain  (Person 1) 15 × 24 14.3520 

5 Rain (Person 2) 20 × 27 9.1570 
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(a) 

 

(b) 

Figure 4.20 : Tracking Results of bike sequence (a) Using Mean Shift Method  

(b) Using Proposed Method 

 

 

(a) 

 

(b) 

 

Figure 4.21 : Tracking Failure (a) Helicopter Sequence - Frame 301,401,501,601  

(c) Fight and Runaway Sequence - Frame 121,321,521 
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Table 4.6 : Sequences used for Single Object Tracking 

Sr. 

No 

Name of 

the 

sequence 

Format 

Total 

Frames 

in the 

sequence 

Sequence 

1 Traffic1 avi 2851 

 

 

 

 

2 Pedestrian avi 881 

 

 

 

 

 

3 

 

Fight Run 

Away 
mpeg 551 

 

4 
Fight one 

man down 
mpeg 950 

 

 

 

 

5 Showroom avi 800 
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4.3.2.2     Multiple Objects Tracking 

 

Multiple Objects Tracking algorithms have been implemented on car traffic sequence 

on Highway. Multiple vehicles are tracked efficiently. Multiple objects tracking cover 

the background subtraction, blob statistics, region extraction and region matching 

steps. Figure 4.22 shows the result of blob extraction, and different object tracking 

6 Corridor mpeg 383 

 

 

 

 

     7 
Leave shop 

two 
mpeg 600 

 

 

 

 

 

8 Shop1front mpeg 2360 

 

 

 

 

9 Bike mpeg 150 

 

 

 

 

 

 

10 Car mpeg 3381 
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with different color boundary.  Region tracking is performed by matching the color 

features. For color features 3D histogram and Hu‟s seven invariant moments are used. 

Hybrid tracker is used to increase the performance of tracking. The region having 

same color features can be tracked using Contourlet with PCA algorithm, which are 

extracted for object identification purpose. This serves dual purposes one for 

identification of the object and other for region tracking. This increases the speed for 

execution of the algorithm. The algorithm also indicates the speed in terms of pixel 

and direction with respect to the previous frame in terms of angle as shown in the 

Figure 4.23.  

 

Motion parameters are extracted using camera modeling parameter for motion 

estimation with the help of equation (4.1) to equation (4.7). Object classifier has been 

also implemented to identify the object with the motion. In this sequence vehicle 

classifier is used to identify the vehicle moving on the road. Visualized results with 

the motion parameters are shown in the Figure 4.24. As shown in the Figure 4.24, 

proposed algorithm visualizes the result with bounding box in each frame and shows 

the tracking result in the movie format.  Figure 4.25 shows the object classifier system 

output for vehicle. Object identification task gives almost 94 % correct results for 

vehicle identification.  Table 4.7 shows the sequences used for multiple object 

tracking. 

 

 

 

                      (a)                                              (b)                                        (c)       

Figure 4.22 :   Vehicle Tracking in the viptraffic Sequence (a) Tracking Vehicles         

(b) Blob Extraction  (c) Region Tracking with Motion Parameters 
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Figure 4.23 : Visual Movie Frame for Proposed Algorithm 

 

  

(a)                                                   (b) 

 

Figure 4.24 : Visualized Results in the Format [Object Number: - Speed: - Direction] 

(a) Frame Number 72 (b) Frame Number 113 
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(a) 

 

(b) 

 

Figure 4.25 : Object Classifier (a) Correct Identification (b) False Identification 

 

4.4 Performance Analysis of the Proposed 

Algorithm 

 

In order to measure the performance of the algorithm, the program has been 

developed to measure the ground truth of a video sequence. Ground truth refers to the 

actual presence of the object motion as a human viewer interprets it. Once the ground 

truth is known for a sequence, the performance of the system in detecting object 

motion can be evaluated.  

 

In the proposed system, ground truth is annotated by running the detector on a pre-

recorded video sequence with the mouse click and labeling each frame.   
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Table 4.7 :  Some of the Sequences used for Multiple Objects Tracking 

Sr. 

No 

Name of the 

sequence 

Format Sequences 

1 Traffic_seq1 avi  

 

 

 

2 Jeep_seq frames 

 

3 Viptraffic avi  

 

 

 

 

4 Traffic_seq2 mpeg  

 

 

 

 

5 Traffic_seq3 mpeg  

 

 

 

 

6 Pedestrian avi  
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The software outputs the ground truth of each object with height, width, Centroid and 

bounding box.  Single Visual tracking system is compared with traditional mean shift 

method. In the proposed method, the block matching method using 3D color 

histogram has been used. Single object tracking is compared with ground truth 

variations using Euclidean distance measures. Figure 4.26 shows the ground truth 

variations for different sequences.  Bike sequence using proposed method gives near 

results with mean shift method.  The proposed algorithm gives better result than the 

mean shift algorithm but at the cost of execution time. The execution time for 

proposed method is more than the mean shift method. 

 

For multiple objects tracking, a procedure has been proposed based on the following 

principles: 

 

• A set of test sequences are selected. All moving objects are then detected and 

manually corrected to obtain the ground truth, one frame per second. 

• The output of the tracking algorithm is compared with the ground truth. 

• The test images are used to evaluate the performance of the object detection 

algorithms.  

 

In order to compare the output of the algorithm with the ground truth segmentation, a 

region matching procedure is adopted which allows to establish a correspondence 

between the detected objects and the ground truth. Several cases are considered as 

follows: 

1.  Perfect Match: the detected region matches with one and only one region. 

2.  Detection Failure: the test region has no correspondence. 

3.  False Alarm: the detected region has no correspondence. 

4.  Merge Region (M): the detected region is associated to several test regions. 

5.  Split Region (S): the test region is associated to several detected regions. 

6.  Split-Merge Region (SM): when the conditions 4, 5 are simultaneously satisfied. 

 

The Figure 4.27 shows the different class target between the actual ground truth and 

tracked target. The performance matrix for evaluation can be generated using the 

above conditions. The matrix generated for the Figure 4.27 is shown in the Table 4.8. 
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(a) 

 

(b) 

 

(c) 

Figure 4.26 : Ground Truth Variations (a) Girl_walking Sequence (b) Pedestrian 

Sequence (c) Bike Sequence 
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Figure 4.27 : Region Matching Cases:  (a) Perfect Match (b) Detection Failure               

(c) False Match (d) Merge (One Correspondence for More than One Target)                      

(e) Split (More than One Correspondence for One Target)                                                          

(f) Split and Merge (Conditions (d) and (e) Together) 

 

 
(a) 

 

 

 

 

 

 

(b) 

 

Figure 4.28 : Region Matching Failure: (a) Detection Failure of the Same Object in 

the Frame  Number 72 and Frame Number 73 (Tracked as a new object) (b) False 

Match in Two Different Frames 

(b

) 

 

(c) (d) 

(e) (f) 

 

(a) 
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Some of the different cases mentioned in the Table 4.8 have been shown in the Figure 

4.28.  Figure 4.28 (a) shows the failure of the same object. Due to the failure of the 

blob extraction to extract the proper blob, in the next frame the same vehicle is 

considered as a new vehicle and tracked considering new vehicle. Table 4.9 reports 

the performance results for different cases handled by the proposed algorithm in some 

of the traffic sequences. 

 

 

Table 4.8 : Performance Matrix generated for Different Region Matching Cases 

 

Figure 4.26 Correspondence Matrix 

Perfect Match 

 

    

 

Detection Failure 

 

 

False Match 

 

 

Merge 

 

 

Split 

 

 

Split and Merge 

 

 



125 

 

Table 4.9 :  Comparative Performance of Sequence for Different Region          

Matching Cases 

Match Case viptraffic Traffic_seq1 Traffic_seq2 

Correct Detection 97.5 93.5 90.5 

Detection Failures 2.5 2.1 4.6 

Splits 0   1.3 1.8 

Merges 0 0 2.4 

Split/Merges 0 0 1.2 

False Match 0.8 2.5 3.6 

 

4.5 Motion Estimation using Camera Modeling 

 

To find the actual velocity of the vehicle, the field of view (FOV) of the camera must 

be set up so that it acquires the moving direction of the vehicles. Camera set up 

should be such that it takes side view images of the vehicles. This kind of acquisition 

plan provides advantages on the solution of the scale problem which leads object 

identification and region tracking task efficiently. On the other side it causes the 

analysis time of the vehicle to be shortened. In other words, entrance and exit time of 

a vehicle into the FOV of the camera is shortened.  For performing the real time 

procedures for speed estimation, this situation requires less time for calculations. The 

mounting of camera on the front side needs highly accurate information about the 

depth of the road for measuring the speed of the object space.  Thus selection of the 

camera mounting on side view or front view of the camera depends upon the view 

location of the objects to be tracked.  

 

 

 Calculations for image space to object space conversion   

 

 

The direction of the object has been calculated by finding the angle using the equation 

(4.8) 
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  (4.8)   

 

Where y and x are the y coordinate and x coordinate of the Centroid pixel 

respectively. 

 

Actual velocity of the vehicle or moving object is calculated by projecting the object 

from the image space to actual object space using the camera parameters calculated 

using equation (4.1) to equation (4.7).   

 

Camera parameters are calculated to find magnification ratio considering camera 

mounting on height and tilted at some angle. The camera parameter calculation 

software has been developed to find the actual magnification ratio. Considering the 

targeted application for video surveillance system, the camera parameter calculation 

software designed to increase efficiency of security system while lowering costs for 

finding the best camera locations.   

 

To find the magnification ratio from optimal positions CCD /CCTV cameras, a field 

of view, viewing angles and lens focal length are calculated using trigonometry 

functions as shown in the Figure 4.29.   

 

Parameters are needed to calculate the magnification ratio is: 

o Distance from Camera – Maximum distance from Camera to the target. 

o Camera Installation Height – CCTV camera installation height. 

o Field of View: Height – Height of the target. When user select the Field of 

View (FOV) Height for the camera installation, the software calculates the 

camera Tilt. 

o Field of View: Width – The other option is to specify FOV width instead of 

the height. Just enter the desired width of field of view (viewing area) for the 

specified camera distance. If you modify FOV parameters the Focal Length 

and the Viewing Angles will be automatically recalculated. The other option 
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is to specify viewing angles instead of FOV Width. In this case FOV and 

Camera Focal Length will be calculated automatically. 

o Camera Sensor Format – CCD or CMOS sensor size (sensor format). User  

can select the sensor format from: 1/4″, 1/3.6″, 1/3″ , 1/2.5″, 1/2″, 2/3″, 1″ and 

1.25″. Usually user can find the sensor format in the camera specification.  

  

Figure 4.29 : Camera Parameters Calculations using Trigonometry Functions 

 

Magnification ratio can be calculated using the ratio of the distance of the object to 

lens focal length. Table 4.10 reports the different input parameters considering the 

height of mounting camera, distance of the object and minimum height of the object 

required for tracking.  Camera motion parameter software calculates the focal length, 

width of the object visible according to the height consider as input parameter of the 

object. It also calculates span of the Horizontal Angle of View (H.A.V) and Vertical 

Angle of View (V.A.V). The camera parameter software calculates the tilting angle of 

camera required to track the object with reference to the given input parameters. Table 

4.10 reports the camera parameters calculations using different input parameters for 

different sensor size, different values of camera mounting height and distance of the 

object from camera.  
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Table 4.10 :  Camera Parameters Calculations for Different Image Sensor Size using 

the Proposed Software  

(a) Image Sensor Size =  

 

 

Input Parameters Calculated Parameters 

Image Sensor Size =   (h = 4.8mm ,w = 6.4 mm) 

Camera 

Mounting 

Height 

(m) 

Distance 

of 

Object 

(m) 

Object 

Height 

(m) 

Focal 

Length 

(mm) 

 

Object 

Width 

(m) 

Angle of 

Tilt 

(degree) 

H.A.V 

(degree) 

V.A.V 

(degree) 

10 20 2 10 12.8 38.4 35.5 27.0 

10 20 2 8 16.0 43.6 43.6 33.4 

10 20 2 6 21.3 56.1 56.1 43.6 

10 20 2 4 32.0 77.0 77.2 61.9 

10 10 2 10 6.4 59.2 35.5 27.0 

10 10 2 8 8.0 62.5 43.6 33.4 

10 10 2 6 10.6 67.5 56.1 43.6 

10 10 2 4 16.0 76.7 77.2 61.9 

8 10 2 10 6.4 47.8 35.5 27.0 

8 10 2 8 8.0 51.0 43.6 33.4 

8 10 2 6 10.6 56.1 56.1 43.6 

8 10 2 4 16.0 61.9 77.2 61.9 

6 10 2 10 6.4 36.4 35.5 27.0 

6 10 2 8 8.0 39.6 43.6 33.4 

6 10 2 6 10.6 44.7 56.1 43.6 

6 10 2 4 16.0 53.9 77.2 61.9 

4 10 2 10 6.4 25.0 35.5 27 

4 10 2 8 8.0 28.2 43.6 33.4 

4 10 2 6 10.6 33.3 56.1 43.6 

4 10 2 4 16.0 42.4 77.2 61.9 
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(b) Image Sensor Size =  

 

 

 

Input Parameters Calculated Parameters 

Image Sensor Size = (h = 4.2 mm ,w = 5.6 mm) 

Camera 

Mounting 

Height 

(m) 

Distanc

e of 

Object 

(m) 

Object 

Height 

(m) 

Focal 

Length 

(mm) 

 

Object 

Width 

(m) 

Angle of 

Tilt 

(degree) 

H.A.V 

(degree) 

V.A.V 

(degree) 

10 20 2 10 11.2 34.7 31.2 23.7 

10 20 2 8 14.0 37.6 38.5 29.4 

10 20 2 6 18.6 42.2 50.0 38.5 

10 20 2 4 28.0 50.6 69.9 55.3 

10 10 2 10 5.6 57.6 31.2 23.7 

10 10 2 8 7.0 60.5 38.5 29.4 

10 10 2 6 9.3 65.0 50.0 38.5 

10 10 2 4 14.0 73.5 69.9 55.3 

8 10 2 10 5.6 46.23 31.2 23.7 

8 10 2 8 7.0 49.08 38.5 29.4 

8 10 2 6 9.3 53.6 50.0 38.5 

8 10 2 4 14.0 62.0 69.9 55.3 

6 10 2 10 5.6 34.8 31.2 23.7 

6 10 2 8 7.0 37.6 38.5 29.4 

6 10 2 6 9.3 42.2 50.0 38.5 

6 10 2 4 14.0 50.6 69.9 55.3 

4 10 2 10 5.6 23.3 31.2 23.7 

4 10 2 8 7.0 26.2 38.5 29.4 

4 10 2 6 9.3 30.8 50.0 38.5 

4 10 2 4 14.0 39.2 69.9 55.3 
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(C) Image Sensor Size =  

 

 

 

Input Parameters Calculated Parameters 

Image Sensor Size = (h = 3.6mm ,w = 4.8mm) 

Camera 

Mountin

g 

Height 

(m) 

Distance 

of 

Object 

(m) 

Object 

Height 

(m) 

Focal 

Length 

(mm) 

 

Object 

Width 

(m) 

Angle of 

Tilt 

(degree) 

H.A.V 

(degree) 

V.A.V 

(degree) 

10 20 2 10 9.6 33.1 26.9 20.4 

10 20 2 8 12.0 35.6 33.4 25.3 

10 20 2 6 16.0 39.6 43.6 33.4 

10 20 2 4 24.0 47.1 61.9 48.4 

10 10 2 10 4.8 56.0 26.9 20.4 

10 10 2 8 6.0 58.4 33.4 25.3 

10 10 2 6 8.0 62.5 43.6 33.4 

10 10 2 4 12.0 69.9 61.9 48.4 

8 10 2 10 4.8 44.5 26.9 20.4 

8 10 2 8 6.0 47.0 33.4 25.3 

8 10 2 6 8.0 51.0 43.6 33.4 

8 10 2 4 12.0 58.6 61.9 48.4 

6 10 2 10 4.8 33.1 26.9 20.4 

6 10 2 8 6.0 35.6 33.4 25.3 

6 10 2 6 8.0 39.0 43.6 33.4 

6 10 2 4 12.0 47.1 61.9 48.4 

4 10 2 10 4.8 21.7 26.9 20.4 

4 10 2 8 6.0 24.1 33.4 25.3 

4 10 2 6 8.0 28.2 43.6 33.4 

4 10 2 4 12.0 35.7 61.9 48.4 
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For experiment purpose some of the real time road sequences taken from the ordinary 

Sony DSC s650 camera have been used. A camera with a frame rate of 30 fps with 

320 × 240 pixels has been used.   The focal length of the camera can be adjusted from 

5.8 to 17.4 mm using 3 × zoom. Experiment has been performed with zoom and 

without zoom. The scale or magnification factor of the images is related to the 

camera-to object distance and the focal length of the camera. Scale of a rectified 

image can be obtained approximately by the relation 

 

  (4.9)   

                                                         

Where d is the camera to object distance  

f is the focal length of the camera 

h is the sensor height 

H is the actual Height of the object 

w is the sensor width  

W is the actual width of the object  

 

 

Figure 4.30 : Speed Measurement of Vehicle from the “Traffic 1” Sequence 

 (a)  Frame Number 655 (b) Frame Number 656 

 

 

Actual velocity   can be calculated using  

 

  (4.10)   

            



132 

 

Where, m is the distance in the image space that can be calculated using the blob 

statistics derived in the proposed algorithm. Magnification factor or scale factor can 

be calculated using equation (4.9). Product of m and s calculates the velocity in the 

meters per millisecond that is converted in to the kilometer per hour.  

 

Table 4.11 : Camera to Object Distance and Minimum Speed Measured with Camera 

 

Focal Length 

(mm) 

Distance 

(m) 

Minimum Speed that 

can be measured in 

km/hr with 

5.8 mm / 3 × zoom 

5.8mm / 

3 × zoom  = 17.4 mm 

10 6.2 / 2.06 

20 12.4 / 4.13 

30 18.6 / 6.2 

 

Actual speed measure can be calculated using image space distance. As shown in the 

Figure 4.30, the image space distance of vehicle is 6 pixels per frame calculated using 

the proposed algorithm. Speed in object space can be calculated using the equation 

(4.9) and (4.10).  

 

Table 4.12 : Accuracy Measurement Test 

 

Experiment 

Calculated Speed 

using Proposed 

Method (A) 

Actual Speed 

measured using 

Speedometer (B) 

Error 

 

1 34.14 35 0.86 

2 37.6 38 0.4 

3 44.75 45 0.25 

4 57.8 58 0.2 

5 74.88 75 0.12 
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Table 4.11 reports the minimum speed calculated using equation (4.10) at different 

distances from camera to object. To measure the performance of the algorithm, 

different vehicles are used to measure the speed.  Vehicle speed is measured with the 

speedometer of the vehicle and compared with the calculated speed using the 

proposed method.   Table 4.12 reports the actual speed and speed calculated using the 

proposed method. The relative errors of estimation using the proposed method are 

obtained by computing the differences between actual speed and calculated speed.  

 

Summary: Experimental results of the proposed method for visual tracking are 

compared with the standard methods. For Single visual tracking, the novel block 

matching algorithm has been proposed. For Multiple objects tracking, the hybrid 

tracker with color and feature transform using Contourlet transform from blob 

statistics has been used. Object classifier is implemented and embedded with the 

proposed hybrid tracker for object identification. The performances of the results have 

been tested using number of image sequences. The motion parameters of the objects 

have been calculated using camera model parameters and implemented for best 

location of camera for object tracking. 
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Chapter 5 

5 Conclusions and Future Scope  

This thesis has been proposed with the aim of developing a low cost software model 

for object identification and to carry out the estimation of motion analysis of the 

object. Because of the fact that there is not yet an outperforming algorithm, even 

though the literature on object tracking is very rich, various approaches are merged 

together for achieving better results. Different approaches have been tried for different 

tasks during the development of the new proposed algorithms implemented and 

discussed in the previous chapters.  

 

Discrete Wavelet Transform was implemented for object identification initially, but 

during literature survey it was found to be superseded by Discrete Curvelet Transform 

and Discrete Contourlet Transform. For Visual tracking, Digital Signature algorithm 

has been tried for region matching. But the approach has not been extended further as 

it was not able to handle the shape variations. Scale Invariable Feature Transform 

(SIFT) could not implemented, as it required heavy texture of the object.  Gradient 

Vector Force (GVF) snake algorithm also have been tried, but could not handle the 

tracking, as it needs good initialization parameters close to the object boundaries in 

order to segment the objects. Another disadvantage of GVF tracking is the risk of 

error propagation, due to wrong detected segments which is used for initialization in 

the next frame. Kalman Filtering is not implemented due to the requirement of model 
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parameters for each moving object. Finally Hybrid tracker based on Color histogram 

and discrete Contourlet Transform has been proposed.  

 

To conclude this section, it is interesting to enumerate the advantages and 

disadvantages of the proposed algorithm. 

 

5.1 Conclusions  

 

The visual tracking algorithm for multiple object tracking based on Contourlet 

transform works more efficiently than the standard blob tracking method which is 

based on area and Centroid of the object. We introduced tracking method based on the 

3D color histogram for color feature extraction and tracking the region. Region 

matching has been carried out using 2D seven invariant moments calculated from the 

histogram, which needs to match only seven descriptors of each region. So the 

execution time taken by the algorithm is less than the conventional matching methods. 

Also to overcome the problem of same color descriptor region, feature extraction 

using Contourlet transform has been introduced effectively. Algorithm uses multiple 

methods for tracking the object in efficient way, which can handle the color features 

as well as edge point features. 

 

The visual tracking algorithm for multiple object tracking based on the color features 

and Contourlet transform are more efficient than the conventional methods. The 

proposed algorithm has been implemented embedding more challenges. The 

algorithm can handle the object tracking of varying size. General aperture problems 

which occur due to the motion of camera or light reflection from the surface can be 

handled by pre processing techniques. The method has no restrictions such as prior 

object shape or motion model assumptions. Execution speed of the proposed approach 

is sufficient enough to be used for real time applications. It can handle partial 

occlusion very well. Feature extractions using Contourlet Transform can be used for 

object identification as well as region matching that serves the dual purpose as it saves 

the time for execution as well as increases the efficiency for tracking along with 



136 

 

identification of an object. Algorithm can well handle the shadow, variation and 

illumination changes due to the change in lighting conditions. 

 

5.2 Limitations and Future Scope  

 

Although the visual tracking algorithm proposed here is robust in many of the 

conditions, it can be made more robust by eliminating some of the limitations as listed 

below:  

 

 In the Single Visual tracking, the size of the template remains fixed for 

tracking. If the size of the object reduces with the time, the background 

becomes more dominant than the object being tracked. In this case the 

object may not be tracked. 

 Fully occluded object cannot be tracked and considered as a new object in 

the next frame. 

 Foreground object extraction depends on the binary segmentation which is 

carried out by applying threshold techniques. So blob extraction and 

tracking depends on the threshold value. 

 Splitting and merging cannot be handled very well in all conditions using 

the single camera due to the loss of information of a 3D object projection 

in 2D images.  

 For Night time visual tracking, night vision mode should be available as an 

inbuilt feature in the CCTV camera. 

 

To make the system fully automatic and also to overcome the above limitations, in 

future, multi- view tracking can be implemented using multiple cameras. Multi view 

tracking has the obvious advantage over single view tracking because of wide 

coverage range with different viewing angles for the objects to be tracked. 

 

In this thesis, an effort has been made to develop an algorithm to provide the base for 

future applications such as listed below.  



137 

 

 In this research work, the object Identification and Visual Tracking has 

been done through the use of ordinary camera. The concept is well 

extendable in applications like Intelligent Robots, Automatic Guided 

Vehicles, Enhancement of Security Systems to detect the suspicious 

behaviour along with detection of weapons, identify the suspicious 

movements of enemies on boarders with the help of night vision cameras 

and many such applications. 

 

 In the proposed method, background subtraction technique has been used 

that is simple and fast. This technique is applicable where there is no 

movement of camera. For robotic application or automated vehicle 

assistance system, due to the movement of camera, backgrounds are 

continuously changing leading to implementation of some different 

segmentation techniques like single Gaussian mixture or multiple Gaussian 

mixture models. 

 

 Object identification task with motion estimation needs to be fast enough 

to be implemented for the real time system. Still there is a scope for 

developing faster algorithms for object identification. Such algorithms can 

be implemented using FPGA or CPLD for fast execution. 
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