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Electric heating can be accurately applied at the precise point needed in a process, at

high concentration of power per unit area or volume. Electric heating apparatus can be

built in any required size and can be located anywhere within a plant. Electric heating

processes are generally clean, quiet and do not emit much by-product heat to the surround-

ings. Electrical heating equipment has high speed response, lending it to rapid-cycling

and mass-production equipment.

Design of heating system starts with assessment of the temperature required, the

amount of heat required and the feasible modes of transferring heat energy. In addition

to conduction, convection and radiation, electrical heating methods can use electric and

magnetic fields to heat the material.

Methods of electric heating include resistance heating, induction heating, and dielectric

heating. In some processes (for example, arc welding), electric current is directly applied

to the workpiece. In other processes, heat is produced within the workpiece by induction

or dielectric losses. The heat can be produced and, transferred to the work-piece by

conduction, convection or radiation.
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Induction heaters produce heat by means of a periodically varying electromagnetic

field within the body of a nominally conducting material [2]. This method of heating

is sometimes called eddy-current heating and is used to achieve temperatures below the

melting point of metal [5]. Induction heating is used to temper steel, to heat metals

for forging, to heat the metal elements inside glass bulbs and to make glass-to-metal

joints [8], [9], [10].

Dielectric heaters use currents of high frequency which generate heat by dielectric

hysteresis (loss) within the body of a nominally nonconducting material. These heaters

are used to warm to a moderate temperature, certain materials that have low thermal

conducting properties; for example, to soften plastics, to dry textiles and to work with

other materials like rubber and wood [4], [6].

The present technique used for induction heating is to heat the object by single phase

coil through converter inverter technique. Where there is more loss of power conversion,

poor power factor, poor efficiency and increase cost and space.

3-phase linear induction heating system is very rarely and lately introduced [3], [53],

[99]. It works on the principle of linear induction motor using travelling wave technique

to flat surface heat up [53]. In this method, power can be fed at any frequency and

accordingly the electronic system device is selected as discussed [99]. It has been mainly

used for surface heating and gluing of two dissimilar metals.

Therefore, the motivation behind the work presented in this thesis are:

(i) To develop three phase control circuit for three phase induction dielectric heating

system.

(ii) To develop the induction dielectric heating system which is applicable for both

conducting and non-conducting material to heat up.

(iii) To explore a new method to determine the material characteristics and performance.

(iv) To study the effectiveness of optimal adjustment of control circuit, switching losses

and IDH output in temperature stability.

(v) To develop high efficiency heating system for conducting and non-conducting.

(vi) To explore a new concept to preserve food (lemon) using IDH. It is also useful for

industrial and commercial application like drying, forging, surface hardening etc.
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A brief description of the research work reported in the thesis is given below:

Chapter 1 introduces the electric heating application and problem, which presents a

brief state-of-art survey of research work carried out in the areas of induction heating and

dielectric heating. The various modulation techniques have been presented for switching

devices used for heating to material. The latest development on three phase linear induc-

tion heating application and problem has been reviewed and lays down the motivation

behind the research work carried out.

In chapter 2, a symmetrical space vector modulation pattern has been proposed, to

reduce Total Harmonic Distortion (THD) without increasing the switching losses. The

design and implementations of a 3 phase PWM inverter for 3 phase IDH to control tem-

perature using space vector modulation (SVM) has been carried out.

Chapter 3 presents the mathematical model for steady state IDH process for conduct-

ing & non-conducting material and its numerical solution using Matlab and finite element

method (FEM).

Chapter 4 describes the three phase MOSFET based inverter for non-conducting ma-

terial sample as dehydration of food (lemon) application. The operating frequency has

been adjusted by the micro controller to maintain constant leading phase angle when pa-

rameters of IDH load are varied. The output power can be controlled by setting frequency.

The load voltage is controlled to protect the MOSFETs.

Chapter 5 deals with experimental verification of three phase IDH, which converts

main frequency AC power into three phase high frequency AC power. The control system

presented here control the output temperature of the load and responds accordingly by

adjusting the driving frequency of the three phase inverter, to keep the IDH load at

resonance throughout the heating cycle.

Chapter 6 summarizes the main finding and significant contributions of the thesis and

provides a few suggestions for further scope of research work in this area.
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Chapter 1

INTRODUCTION

1.1 General

Electric heating can be accurately applied at the precise point needed in a process, at high

concentration of power per unit area or volume. Electric heating apparatus can be built in

any required size and can be located anywhere within a plant. Electric heating processes

are generally clean, quiet and do not emit much by-product heat to the surroundings.

Electrical heating equipments have high speed response, lending it to rapid-cycling and

mass-production equipment.

Design of heating system starts with assessment of the temperature required, the

amount of heat required and the feasible modes of transferring heat energy. In addition

to conduction, convection and radiation, electrical heating methods utilize electric and

magnetic fields to heat the material.

Methods of electric heating include resistance heating, induction heating and dielectric

heating. In some processes (for example, arc welding), electric current is directly applied to

the work-piece. In other processes, heat is produced within the work-piece by induction

or dielectric losses. The heat can be produced and transferred to the work-piece by

conduction, convection or radiation.

Induction heaters produce heat by means of a periodically varying electromagnetic

field within the body of a nominal conducting material [12]. This method of heating

is sometimes called eddy-current heating and is used to achieve temperatures below the

melting point of metal [77]. Induction heating is used to temper steel, to heat metals

for forging, to heat the metal elements inside glass bulbs and to make glass-to-metal

1
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joints [109], [110], [117].

Dielectric heaters use high frequency currents, which generate heat by dielectric hys-

teresis (loss) within the body of a nominal non-conducting material. These heaters are

used to warm up to moderate temperature of certain materials, that have low thermal

conducting properties; for example, to soften plastics, to dry textiles and to work with

other materials like rubber and wood [61], [82].

Figure 1.1 shows a schematic classification of electroheat processes [61], according to

the voltage frequency used, from DC (0Hz) to frequencies up to 1012Hz.

1.2 State of The Art

Out of many heating methods, a few of them related to electric heating have been de-

scribed in this section. These includes

• Resistance Heating (RH)

• Induction Heating (IH)

• Dielectric Heating (DH)

• Multiphase Induction heating (MIH)

Resistance heating:

Electric resistance furnaces offer a safe, efficient, reliable and clean method for heat

treating, melting and heating prior to forming and brazing metals [102]. Electric furnaces

are also easy to control and operate over a wide temperature range. In addition to heating

metals, they are used for melting glass, sintering ceramics and curing coatings [61], [65].

The number of applications continues to grow as technological developments broaden the

operating temperature range of electric furnaces and the demand for automatic process

control increases [56].

Resistance heating is based on the principle of converting electric energy into thermal

energy [102]. The thermal energy is then transferred to the part by convection, radiation

and/or conduction [61]. There are two types of resistance heating, Indirect resistance

heating is described in [56] and discusses the technical and economic factors to consider

while deciding whether the process could benefit a particular application or product.

Direct resistance heating and encased resistance heaters are discussed in [26]. Direct

resistance heating works only for electrically conductive work-pieces; while any material,

either solid or liquid can be heated with an encased resistance heater [26], [61]. Encased
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Figure 1.1: Classification of Some Electroheat Processes in Industry
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resistance heaters, available in a wide range shapes, sizes and electrical rating are generally

used when reliable, long-term heating at low to medium temperature is required [26], [102].

Induction heating:

Induction heating has been used to heat electrically conductive materials [36], [41].

Industrial application of the technology include metal melting and heat treating, crystal

growing, semiconductor wafer production, high speed sealing and packaging, preheating

for forging operations, brazing, food cooking and curing of organic coating [13], [29], [36],

[40], [41], [63], [88], [98], [103], [116].

Induction heating is the process of heating an electrically conducting material (usually

a metal) by electromagnetic induction, where eddy currents are generated within the work-

piece and resistance leads to Joule heating (I2R) of the material in the form of temporal

and spatial volumetric heating [36], [40], [61]. Induction heating provides a number of

advantages such as; quick heating, high production rates, ease of automation, control,

safe and clean working [6], [29], [36], [86], [103].

The energy transferred from an induction heating unit to an object can be controlled

by various methods like varying DC link voltage or duty ratio of the high frequency

inverter [37], [39], [50], [60], [72], [90], [97], [116]. The most common method is by varying

the operating frequency of the inverter [1], [8], [17], [38], [49].

A large number of topologies have been developed in this area, among them current

fed and voltage fed inverters are most commonly used [114], [116]. Important advan-

tage of voltage source inverter is their various control methods such as Pulse Frequency

Modulation [74] and Pulse Amplitude Modulation to control output power [101], [107].

The current source inverter has limited control methods. But, it is less affected by input

voltage ripple and has short circuit protection capability [39], [71], [116].

If frequency is too low, then an eddy current cancellation within the billet can occur,

resulting in poor coil efficiency [4], [77], [116]. When the frequency is too high, the skin

effect will be highly pronounced, leading to a current concentration in a fine surface layer

compared to the diameter of the billet [4]. In this case, a long heating time will be

required in order to provide sufficient heating of the billets core [11]. Prolonged heat

time corresponds to a longer heating line, which in turn, increases surface heat losses

due to thermal radiation and convection. The choice of frequency is always a reasonable

compromise [21], [81]. These methods use single phase supply system.
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Dielectric heating:

Electromagnetic fields are used for dielectric heating in industrial processes and do-

mestic applications since the early 1960s. Plastics, food, pharmaceutical, textile and

wood industries are well established sectors in which operations such as welding, heating,

tempering, defrosting, drying, baking, etc., are carried out using radio-frequency (RF) or

microwave (MW) heating applicators [27], [31], [43], [61], [93], [105].

Dielectric heating for industry employs two different types of power system each cov-

ering a band of frequencies, radio (RF) and Microwaves (MW) frequencies [31], [33], [82].

The difference between microwave and radio frequency heating is that the operating fre-

quency of the microwave radiation is in the range 433 MHz and 40 GHz, which is much

higher than the dimensions of the objects being heated are usually much bigger than

the wavelength of the microwave heating and it is necessary to move the object to en-

sure even heating [33]. In both techniques, the material that is heated is exposed to an

electromagnetic field that is continuously reversing direction (alternating) at a very high

frequency [82].

Dielectric heaters use high frequency currents, which generate heat by dielectric hys-

teresis (loss) within the body of a nominally non-conducting material. These heaters are

used to warm up to moderate temperature, certain materials that have low thermal con-

ducting properties; for example, to soften plastics, to dry textiles and to work with other

materials like rubber and wood [2], [27].

The advantages of dielectric heating equipment are high rate of heating, uniform heat-

ing of materials having a low thermal conductivity and the feasibility of local and selective

heating [105].

Microwave heating takes place due to the polarization effect of electromagnetic radia-

tion at frequencies between 300 MHz and 300 GHz [22], [66]. Microwave heating has also

found applications in the food industry, including tempering of frozen foods for further

processing, pre-cooking of bacon for institutional use and final drying of pasta prod-

ucts [66]. In those applications, microwave heating demonstrates significant advantages

over conventional methods in reducing process time and improving food quality [5], [7].

But in general, applications of microwave heating in industrial food processing are much

less common than home applications. Reasons for this difference include a lack of basic in-

formation on the dielectric properties of foods and their relationship to microwave heating

characteristics and the historically high cost of equipment and electricity [100], [105].
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The way in which a material will be heated by microwaves depends on its shape, size,

dielectric constant and the nature of the microwave equipment used [66], [95], [100].

Multiphase Induction heating:

The induction heating of metal strips is widely applied in the metal industry and

different types of inductors are used according to the process requirements. Two different

types of inductors, namely Transverse Flux (TF) inductors and Travelling Wave (TW)

inductors are considered. While Transverse Flux Induction Heating (TFIH) systems have

been studied for many years, Travelling wave induction heating (TWIH) inductors are

not yet fully appreciated with respect to their main advantages and possible industrial

applications [15], [59], [68], [73], [87], [91].

The main attractive characteristics of TF inductors are: 1) a high electrical efficiency,

including the heating of strips of low resistivity materials; 2) the possibility of using low

frequencies (in particular 50 Hz); 3) more useful ”open” inductor geometry [73].

Travelling Wave Induction Heating (TWIH), as one of the multiphase induction heat-

ing systems, has particular features which make them attractive for application to some

heating and melting processes in industry [15], [48]. Among the advantages, which can

be mentioned are the possibility to heat quite uniformly thin strips or regions of a body

without moving the inductor above its surface [73], [118], to reduce the vibrations of in-

ductor and load due to the electrodynamics forces and also the noise provoked by them,

to obtain nearly balanced distributions of power and temperature [15].

TWIH introduces three-phase induction heating, using the typical three-phase wind-

ings and parametric analysis to assess the key parameters (transfer of electricity to the

work-piece, efficiency, power factor, etc) and the distribution of electricity [15], [78]. Com-

pared with the single-phase induction heating of Transverse Flux Induction Heating in-

ductors [73], three-phase induction heating not only has the same advantages, but also

owns the ability to produce more uniform temperature distributions and reduces indus-

trial noise with low vibration. Especially in the conditions that electromagnetic force

increases significantly and heating parameters change with the rise of temperature, the

advantage is very important [57].

A fundamental problem in the TWIH design is the prediction of the electromagnetic

forces acting on inductor and work-piece, which can give rise to drag forces and vibrations

and noise dangerous for the induction heating system itself and for the workers near the

system [53], [57], [118].
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Transverse Flux and Travelling Wave induction heating methods present some draw-

backs because of the intrinsic uneven distribution of the heat distribution inside the

workload. In both cases a high concentration of power density is localized at the edge

of the work-piece with their consequent possibility of mechanical deformation of the strip

during the heating process [73], [118].

Because of advances in solid state power devices and microprocessors [19], [20], [23],

[24], switching power converters are used in more and more modern three phase induction

load to convert and deliver the required energy to the object [10], [18], [25], [35], [44], [45],

[67], [69]. The energy that a switching power converter delivers to an induction load is

controlled by modulation techniques.

Modulation Techniques:

The fundamental of the modulation techniques have been well established in [9], [10],

[14], [18], [25], [32]. The maximum voltage transfer ratio has been found to be
√
3/2 for

sinusoidal input and output waveforms [8], and can be obtained by adding third harmonic

voltage components to the desired ac output voltage [32].

Pulse Width Modulated (PWM) signals applied to the gates of the power devices.

PWM signals are pulse trains with fixed frequency and magnitude and variable pulse

width. There is one pulse of fixed magnitude in every PWM period. However, the width

of the pulses changes from pulse to pulse according to a modulating signal. When a PWM

signal is applied to the gate of power devices, it causes the turn on and turns off intervals

of the power devices to change from one PWM period to another PWM period according

to the same modulating signal. The frequency of a PWM signal must be much higher than

that of the modulating signal, the fundamental frequency, such that the energy delivered

to the load depends mostly on the modulating signal [64].

The basic PWM techniques are:

• Single Pulse Width Modulation

• Multi Pulse Width Modulation

• Sinusoidal Pulse Width Modulation (SPWM)

But when the technology progresses some advanced modulation techniques are also

proposed by the different researcher like:

• Trapezoidal Modulation
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• Staircase Modulation

• Stepped Modulation

• Harmonic Injection Modulation

• Delta Modulation

• Space vector Modulation (SVM)

• Random PWM

The pulse width modulation (PWM) DC-AC converter has well known for more than

three decades. Due to limitations imposed by conventional PWM technique (e.g. over

modulation, high switching loss and reduced fundamental component), the SVM tech-

nique has gained a lot of importance over PWM technique [92]. Space Vector Modulation

became a standard for the switching power converters. The theory of Space Vector Mod-

ulation is already well established [30], [34], [35], [46], [47], [52], [80], [84]. Diverse imple-

mentation methods were tried and some dedicated hardware pieces were developed based

on this principle. The initial use of Space Vector Modulation at three-phase voltage-

source inverters has been expanded by application to novel three-phase topologies as

AC/DC Voltage Source Converter, AC/DC or DC/AC Current Source Converters, Reso-

nant Three-Phase Converters, Inverter, Multilevel Converters, AC/AC Matrix Converters

and so on [47], [58], [75], [79], [85], [89], [96], [107], [111], [113].

The SVM has been concept to compute the duty cycle of the switches. It is simply the

digital implementation of PWM modulators [62], [79], [111], [113]. An aptitude for easy

digital implementation and wide linear modulation range for output line-to-line voltages

are the notable features of space vector modulation as following:

• Immediate comprehension of the required commutation processes.

• Wide linear modulation range.

• Less switching loss.

• Less total harmonic distortion (THD) in the spectrum of switching waveform.

• Easy implementation and less computation time.
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• No synchronization requirement with input voltage waveforms.

• Simplified control algorithm.

• Full utilization of the DC bus voltage.

1.3 Motivation

The present technique used for induction heating is to heat the object by single phase

coil through converter inverter technique. Where there is more loss of power conversion,

poor power factor, poor efficiency and increase cost and space.

3-phase linear induction heating system is very rarely and lately introduced [3], [53],

[99]. It works on the principle of linear induction motor using travelling wave technique

to flat surface heat up [53]. In this method, power can be fed at any frequency and

accordingly the electronic system device is selected as discussed [99]. It has been mainly

used for surface heating and gluing of two dissimilar metals.

Hence, the motivation behind the resarch work reported in this thesis was

(i) To develop three phase control circuit for three phase induction dielectric heating

system.

(ii) To develop the induction dielectric heating system which is applicable for both

conducting and non-conducting material to heat up.

(iii) To explore a new method to determine the material characteristics and performance.

(iv) To study the effectiveness of optimal adjustment of control circuit, switching losses

and IDH output in temperature stability.

(v) To develop high efficiency heating system for conducting and non-conducting.

(vi) To explore a new concept to preserve food (lemon) using IDH. It is also useful for

industrial and commercial application like drying, forging, surface hardening etc.

1.4 Thesis Organization

The present Chapter 1 introduces the electric heating application and problem, which

presents a brief state-of-art survey of research work carried out in the areas of induction



CHAPTER 1. INTRODUCTION 10

heating and dielectric heating. The various modulation techniques have been presented

for switching devices used for heating to material. The latest development on three phase

linear induction heating application and problem has been reviewed and lays down the

motivation behind the research work carried out.

In chapter 2, a symmetrical space vector modulation pattern has been proposed, to

reduce Total Harmonic Distortion (THD) without increasing the switching losses. The

design and implementations of a 3 phase PWM inverter for 3 phase IDH to control tem-

perature using space vector modulation (SVM) has been carried out.

Chapter 3 presents the mathematical model for steady state IDH process for conduct-

ing & non-conducting material and its numerical solution using Matlab and finite element

method (FEM).

Chapter 4 describes the three phase MOSFET based inverter for non-conducting ma-

terial sample as dehydration of food (lemon) application. The operating frequency has

been adjusted by the micro controller to maintain constant leading phase angle when pa-

rameters of IDH load are varied. The output power can be controlled by setting frequency.

The load voltage is controlled to protect the MOSFETs.

Chapter 5 deals with experimental verification of three phase IDH, which converts

main frequency AC power into three phase high frequency AC power. The control system

presented here control the output temperature of the load and responds accordingly by

adjusting the driving frequency of the three phase inverter, to keep the IDH load at

resonance throughout the heating cycle.

Chapter 6 summarizes the main finding and significant contributions of the thesis and

provides a few suggestions for further scope of research work in this area.



Chapter 2

DESIGN AND

IMPLEMENTATION OF A 3

PHASE PWM FOR 3 PHASE IDH

2.1 Introduction

The overall performance and the cost of the heating system will be one of the important

issues to be considered during the design process for the next generation of Induction

Dielectric Heating (IDH) applications. The power conversion circuit (Three phase Pulse

Width Modulation (PWM) inverter) of IDH applications must achieve high efficiency,

low harmonic distortion, high reliability and low electromagnetic interference (EMI) noise.

Three phase PWM inverters are becoming more and more popular in present day induction

heating system [92], [107], [109].

Sinusoidal Pulse Width Modulation (SPWM) has been used to control the three phase

inverter output voltage [8]. To maintain a good performance of the drive the operation

has been restricted between 0 to 78 % of the value that would be reached by square wave

operation [30], [64], [92].

Since the concept of PWM inverter was introduced, the various modulation strategies

have been developed [30], [47], [51], [75], [76], [79], [80], [83], [92], [104], [107], [113], and

analyzed. The space vector modulation (SVM) [25], [96] offers significant flexibility to

optimize switching waveforms. It has been well suited for digital implementation.

For the IDH application, full utilization of the DC bus voltage is extremely important

11
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Figure 2.1: 3 Phase PWM Inverter Circuit for IDH

to achieve the maximum temperature under all conditions. The current ripple in three

phase pulse width modulation inverter under steady state operation can be minimized

using SVM compared to any other PWM methods for voltage control mode.

A symmetrical space vector modulation pattern has been proposed in this chapter,

to reduce Total Harmonic Distortion (THD) without increasing the switching losses [42].

The design and implementation of a 3 phase PWM inverter for 3 phase IDH to control

temperature using space vector modulation (SVM) has been described.

2.2 Principle of Space Vector Modulation

The circuit model of a typical three-phase voltage source PWM inverter is shown in

Figure 2.1. S1 to S6 are the six power switches that shape the output voltage, which

are controlled by the switching variables a, a
′

, b, b
′

and c, c
′

. When an upper MOSFET

is switched on, i.e., when a, b, or c is 1, the corresponding lower MOSFET is switched

off, i.e., the corresponding a
′

, b
′

, or c
′

is 0. Therefore, the on and off states of the upper

MOSFET S1, S3 and S5 can be used to determine the output voltage [85].

The relationship between the switching variable vector [a, b, c]t and the line-to-line

voltage vector [Vab, Vbc, Vca]
t are given by equation 2.1 in the following:
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(2.1)

Also, the relationship between the switching variable vector [a, b, c]t and the phase voltage
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Figure 2.2: Eight Inverter Voltage Vectors

vector [Van, Vbn, Vcn]
t can be expressed as below.
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(2.2)

As illustrated in Figure 2.1, there are eight possible combinations of on and off patterns

for the three upper power switches. The on and off states of the lower power devices are

opposite to the upper one and so are easily determined once the states of the upper

power MOSFET’s are determined. According to equation 2.1 and equation 2.2, the eight

switching vectors, output line to neutral voltage (phase voltage) and output line-to-line

voltages in terms of DC-link VDC , are given in Table 2.1 and Figure 2.2 show the eight

inverter voltage vectors [75] (V0 to V7).

Space Vector Modulation (SVM) refers to a special switching sequence of the upper

three power MOSFETs of a three-phase inverter. The source voltage has been utilized

most efficiently by the space vector modulation (SVM) compared to sinusoidal pulse width

modulation [75] as shown in Figure 2.3.
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Table 2.1: Switching Vectors, Phase Voltages and Output Line to Line Voltage

Voltage Switching Vector Line to line voltage Vector
Vectors a b c a’ b’ c’ Vab Vbc Vca
V0(000) OFF OFF OFF ON ON ON 0 0 0 Zero
V1(100) ON OFF OFF OFF ON ON VDC 0 -VDC Active
V2(110) ON ON OFF OFF OFF ON 0 VDC -VDC Active
V3(010) OFF ON OFF ON OFF ON -VDC VDC 0 Active
V4(011) OFF ON ON ON OFF OFF -VDC 0 VDC Active
V5(001) OFF OFF ON ON ON OFF 0 -VDC VDC Active
V6(101) ON OFF ON OFF ON OFF VDC -VDC 0 Active
V7(111) ON ON ON OFF OFF OFF 0 0 0 Zero

c

q
b

I
II

III

IV VI

V

SVPWM

Sine PWM

2/3 VDC

1/  3 VDC

1/2 VDC

d a

Figure 2.3: Locus of Maximum Linear Control Voltage in Sine PWM and SVPWM



CHAPTER 2. DESIGN AND IMPLEMENTATION ...... 3 PHASE IDH 15

In the vector space, according to the equivalence principle, the following operating

rules are obtained:

V1 = −V4
V2 = −V5
V3 = −V6
V0 = V7 = 0

V1 + V3 + V5 = 0 (2.3)

In one sampling interval, the output voltage vector Vt can be written as

Vt =
t0
Ts
V0 +

t1
Ts
V1 + ...+

t7
Ts
V7 (2.4)

Where
t0, t1, ...t7 are the turn-on time of the vectors V0, V1, ...V7;
t0, t1, ...t7 > 0,

7
∑

i=0

ti = Ts

Where

Ts = Sampling time.

According to equation 2.3 and equation 2.4, there are infinite ways of decomposition

of V into V1, V2, ... V6. However, in order to reduce the number of switching actions and

make full use of active turn-on time for space vectors, the vector V is commonly split

into the two nearest adjacent voltage vectors and zero vectors V0 and V7 in an arbitrary

sector. For example, in sector I, in one sampling interval, vector V can be expressed as

V =
T1
Ts
V1 +

T2
Ts
V2 +

T0
Ts
V0 +

T7
Ts
V7 (2.5)

Where

Ts − T1 − T2 = T0 + T7 ≥ 0, T0 ≥ 0 and T7 ≥ 0

Let the length of V be mVDC , then

m

sin2π
3

=
T1
Ts

1

sin(π
3
− α)

=
T2
Ts

1

sinα
(2.6)

Where

m = Modulation index
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Table 2.2: Space Vector Modulation Algorithm

Sector I Sector II
(0 ≤ ωt ≤ π/3) (π/3 ≤ ωt ≤ 2π/3)

T1 =
√
3
2
Tcm cos(ωt+ π/6) T2 =

√
3
2
Tcm cos(ωt+ 11π/6)

T2 =
√
3
2
Tcm cos(ωt+ 3π/2) T3 =

√
3
2
Tcm cos(ωt+ 7π/6)

T0 + T7 = Tc − T1 − T2 T0 + T7 = Tc − T2 − T3

Sector III Sector IV
(2π/3 ≤ ωt ≤ π) (π ≤ ωt ≤ 4π/3)

T3 =
√
3
2
Tcm cos(ωt+ 3π/2) T4 =

√
3
2
Tcm cos(ωt+ 7π/6)

T4 =
√
3
2
Tcm cos(ωt+ 5π/6) T5 =

√
3
2
Tcm cos(ωt+ π/2)

T0 + T7 = Tc − T3 − T4 T0 + T7 = Tc − T4 − T5

Sector V Sector VI
(4π/3 ≤ ωt ≤ 5π/3) (5π/3 ≤ ωt ≤ 2π)

T5 =
√
3
2
Tcm cos(ωt+ 5π/6) T6 =

√
3
2
Tcm cos(ωt+ π/2)

T6 =
√
3
2
Tcm cos(ωt+ π/6) T1 =

√
3
2
Tcm cos(ωt+ 11π/6)

T0 + T7 = Tc − T5 − T6 T0 + T7 = Tc − T6 − T1

Thus,

T1
Ts

=
2√
3
msin(

π

3
− ωt) =

2√
3
mcos(

π

6
+ ωt)

T2
Ts

=
2√
3
msinωt =

2√
3
mcos(

3π

2
+ ωt)

T0 + T7 = Ts − T1 − T2 (2.7)

Where

2nπ ≤ ωt = α ≤ 2nπ + π/3.

The length and angle of V determined by vectors V1, V2, ...V6 are called as active

vectors and V0, V7 are called zero (space) vectors. The decomposition of voltage V in

different sectors has been presented in Table 2.2. Equation 2.5 and equation 2.6 have

been commonly used for formulation of the space vector modulation. It has been shown

that the turn on times Ti(i = 1, ...6) for active vectors are identical in different space

vector modulation [92], [104], [107], [113]. The different distribution of T0 and T7 for zero

vectors yields different space vector modulation.

There are not separate modulation signals in each of the three space vector modulation

technique [54]. Instead, a voltage vector is processed as a whole [25]. For space vector
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(011) d axis
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(−2/3,0)

II

I
III

IV
V

VI

(000)
(111)

α

Figure 2.4: The Relationship of abc and Stationary dq Reference Frame

modulation, the boundary condition for sector I is:

Ts = T1 + T2

T0 = T7 = 0 (2.8)

From equation 2.6 to equation 2.8;

m

1
=

sinπ
3

sin(2π
3
− α)

(2.9)

The boundary of the linear modulation range is the hexagon [54], [67] as shown in

Figure 2.3. The linear modulation range is located within the hexagon. If the voltage

vector V exceeds the hexagon, as calculated from equation 2.7, then T1 + T2 > Ts and it

is unrealizable. Thus, for the over modulation region space vector modulation is outside

the hexagon. In six step mode, the switching sequence is V1− V2− V3− V4− V5− V6 [54].

Furthermore, it should be pointed out that the trajectory of voltage vector V should

be circular while maintaining sinusoidal output line-to-line voltages. From Figure 2.4,

it has been seen that for linear modulation range, the length of vector mVDC should be

V = (
√
3/2)VDC , the trajectory of V becomes the inscribed circle of the hexagon and the

maximum amplitude of sinusoidal line-to-line voltages is the source voltage VDC .

Moreover, for space vector modulation, there is a degree of freedom in the choice of

zero vectors in one switching cycle, i.e., whether V0 and V7 or both.

For continuous space vector schemes, in the linear modulation range, both V0 and V7

are used in one cycle, that is, T7 ≥ 0 and T0 ≥ 0.
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Figure 2.5: Transitions Between Different Switching States

For discontinuous space vector schemes, in the linear modulation range, only V0 or

only V7 is used in one cycle, that is T7 = 0 and T0 = 0.

2.3 SVM Technique for Three Phase Inverter

Figure 2.1 shows a typical three phase inverter. There are eight possible states: six

active vectors and two zero vectors, as shown in Table 2.1 and Figure 2.2. Each inverter

switching vectors specifics as the space vector for the output voltage of inverter. The six

active switching space vector are evenly distributed 60o intervals with length of
√
3VDC/2

and from a hexagon. Also two zero space vectors are located at a center of hexagon in

the complex plane, as shown in Figure 2.5.

Eight space vectors depending on the switching condition can be represented as com-

plex vector can be given as,

Vk =
2

3
VDCe

j(k−1)π
3 , k = 1, 2,−−−−, 6

= 0, k = 0, 7 (2.10)

When the location of Vref has been fixed, for example, in sector I of Figure 2.4 the integral
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Figure 2.6: Optimal Vector Commutation for Sector I

equation for Vref over a single space vector modulation cycle give.
∫ Ts

0

Vrefdt =

∫ T1

0

V1dt+

∫ T1+T2

T1

V2dt+

∫ Ts

T1+T2

V0dt (2.11)

T1 and T2 are the switching time spent on the output voltage vectors V1 and V2

respectively. The representation of Vref by V1 and V2 and switching sequences has been

shown in Figure 2.6

2.3.1 Six space vectors of three phase inverter

Assuming the three phase induction dielectric heating by using the proposed technique

operates ideally. Balanced set of output voltage vA, vB, vC and a set of output currents

iA, iB, iC for the three phase PWM inverter has been expressed by

vA =
VDC

2
msinωt = Vosinωt

vB = Vosin(ωt− 120)

vC = Vosin(ωt− 240) (2.12)

Where

−1 < m < 1

iA = Iosin(ωt− φ)

iB = Iosin(ωt− φ− 120)

iC = Iosin(ωt− φ− 240) (2.13)
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Where
Vo = Maximum amplitude of the output voltage in V olt
Io = Maximum amplitude of the output current in Amp

Determined by modulation index m.

There are six switching vectors in three phase inverter when the switches S1, S2, S3,

S4, S5 and S6 are turn on and off, as shown in Figure 2.2. Based on the six possible

combination of the six individual switches signified by its switching states labelled as

[S1, S2, S3], the six space voltage vectors can be produced in the complex plane, as shown

in Figure 2.4 and Figure 2.5. Six space vectors are evenly distributed 60o interval with

length of
√
3VDC/2. However, two zero vectors as (1,1,1) and (0,0,0) are available in

three phase inverter. Accordingly, the maximum trajectory locus has been the form of

an exact square wave with corner points defined by the realizable space voltage vector

(V1, V2, V3, V4, V5, V6). In the Figure 2.4, each ’1’ represents an output line attached to the

positive DC link, whereas ’0’ denotes connection to the negative DC link of source.

If the balanced three phase sinusoidal waveforms are required, the reference voltage

vector should be controlled in a circular manner.

2.3.2 Determination of switching times in the proposed SVM

The realization method for SVM technique of three phase inverter has been proposed

with zero space vectors. To determine the switching times for the reference vector Vref

by adjusting six voltage space vectors.

The Vref in sector I has four voltage space vectors V1, V2, V0 and V7 which are adjacent

to the Vref . The T1 and T2 are the switching time spent on the V1 and V2, respectively.

The T1 and T2 do not satisfy the constant switching interval Ts except for the reference

vector reaching to the maximum voltage. The remainder of the switching interval should

be utilized in the main sector and diagonal sector because of zero space vectors in three

phase inverter. Accordingly, the new reference vectors replacing the role of zero space

vectors should be set again. For example, sector I sets as the main sector and sector IV

sets as the diagonal sector in Figure 2.5.

The amount of the switching times T1, T2, T0 and T7 should be equal to switching

interval Ts.

Ts = T1 + T2 + T0 + T7 (2.14)
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Where

T0 = T7 = To/2

The T1 and T2 is the remainder time spent on the V1 and V2 in the sector I and also

the same time spent on the V4 and V5 in the sector IV, respectively. ∆V is defined as the

difference between desired voltage vectors for V from Vref in the Figure 2.4. The ∆V is

divided into halves on the main sector I, ∆V/2. Then, it is added to Vref and the new

reference vector (Vref +∆V/2) has been formed again in main sector. Let (Vref +∆V/2)

called ”the re-formed reference vector”.

On the contrary, the vector (−∆V/2) to restrain the reference vector in main sector I

should be inserted in the diagonal sector IV. Let (−∆V/2) called ”the restraint reference

vector”. Its direction is opposite to Vref and its (∆V/2) in the re-formed reference vector

(Vref +∆V/2) of the main sector I.

The T1, T2, T0 and T7, can be calculated as the following process. Absolute value of

maximum space vector to the square locus at ωt = α is given by

|Vmax| = |Vref +∆V | =
√
3VDC

2

1

sinα + cosα
(2.15)

Where

α (0o < α < 60o) = Phase angle in Deg

From equation 2.15, the absolute value of a reference vector difference ∆V is given by

|∆V | =

√
3VDC

2

1

sinα + cosα
− |Vref | (2.16)

Absolute value of the re-formed reference vector (Vref +∆V/2) in a main sector is given

by

|Vref +
∆V

2
| =

√
3VDC

4

1

sinα + cosα
+ |Vref

2
| (2.17)

Absolute value of a restraint reference vector −∆V/2 in the diagonal sector is given by

| − ∆V

2
| =

√
3VDC

4

1

sinα + cosα
− |Vref

2
| (2.18)

When the re-formed reference vector (Vref +∆V/2), for instance, is located in the main

sector I, the integral for (Vref +∆V/2) can be divided into the integral for the V1 and V2.

∫ T1+T2

0

(

Vref +
∆V

2

)

dt =

∫ T1

0

V1dt+

∫ T1+T2

T1

V2dt (2.19)
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Similarly, the integral equation for −∆V/2 in the diagonal sector IV can be divided into

the integral for the V4 and V5
∫ Ts

T4+T5

−∆v

2
dt =

∫ T4+T5+T0

T4+T5

V4dt+

∫ Ts

T4+T5+T0

V5dt (2.20)

Assuming the Vref is constant and the switching frequency is high during a switching

period Ts, equation 2.19 is arranged by

T1 + T2

(

Vref +
∆V

2

)

= T1V1 + T2V2 (2.21)

And equation 2.20 is arranged by

T4 + T5
−∆v

2
dt = T4V4 + T5V5 (2.22)

From equation 2.17 to equation 2.22, the re-formed reference vector in a main sector is

represented by

Ts

∣

∣

∣

∣

Vref +
∆V

2

∣

∣

∣

∣

[

cosα

sinα

]

= T1

√
3VDC

2

[

1

0

]

+ T2

√
3VDC

2

[

0

1

]

(2.23)

And the restraint reference vector in a diagonal sector is represented by

Ts

∣

∣

∣

∣

−∆V

2

∣

∣

∣

∣

[

cosα

sinα

]

= T1

√
3VDC

2

[

1

0

]

+ T2

√
3VDC

2

[

0

1

]

(2.24)

Six switching times can be solved by equation 2.23 and equation 2.24 and given by the

followings;

T1 =
Ts
VDC

[√
3VDC

2

1

sinα + cosα
+ |Vref |

]

cosα

T2 =
Ts
VDC

[√
3VDC

2

1

sinα + cosα
+ |Vref |

]

sinα

T0 + T7 = Ts − T1 − T2

T4 =
Ts
VDC

[√
3VDC

2

1

sinα + cosα
+ |Vref |

]

cosα

T5 =
Ts
VDC

[√
3VDC

2

1

sinα + cosα
+ |Vref |

]

sinα

T0 + T7 = Ts − T4 − T5 (2.25)
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Figure 2.7: Voltage Space Vector and its Components in (d,q)

2.4 Steps of Design for SVM Generation

To implement the space vector modulation, the voltage equations in the abc reference

frame can be transformed into the stationary dq reference frame [75] as shown in Figure

2.7.

From Figure 2.7, the relation between these two reference frames is as below

fdq0 = Ksfabc (2.26)

Where

Ks =
2

3





1 −1/2 −1/2

0
√
3/2 −

√
3/2

1/2 1/2 1/2





fdq0 = [fd, fq, f0]
T

fabc = [fa, fb, fc]
T

and f denotes either a voltage or a current variable.

As described in Figure 2.7, this transformation is equivalent to an orthogonal projec-

tion of [a, b, c]t onto the two-dimensional perpendicular to the vector [1, 1, 1]t (the equiv-

alent d − q plane) in a three-dimensional coordinate system. As a result, six non-zero

vectors and two zero vectors are possible. Six non-zero vectors (V1 - V6) shape the axis
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of a hexagonal as shown in Figure 2.4 and feed electric power to the load. The angle

between any adjacent two non-zero vectors is 60 degrees. Meanwhile, two zero vectors (V0

and V7) are at the origin and apply zero voltage to the load. The eight vectors are called

the basic space vectors and are denoted by V0, V1, V2, V3, V4, V5, V6 and V7. The same

transformation can be applied to the desired output voltage to get the desired reference

voltage vector Vref in the d− q plane.

The objective of space vector modulation technique is to approximate the reference

voltage vector Vref using the eight switching patterns.

The space vector modulation can be implemented by the following steps:

Step 1. Determine Vd, Vq, Vref and angle (α).

Step 2. Determine time duration T1, T2, T0.

Step 3. Determine the switching time of each MOSFET (S1 to S6).

2.4.1 Determination Vd, Vq, Vref and angle (α)

From Figure 2.7, the Vd, Vq, Vref and angle (α) can be determine as follows:

Vd = Van − Vbn · cos60− Vcn · cos60 (2.27)

= Van −
1

2
Vbn −

1

2
Vcn

Vq = 0 + Vbn · cos30− Vcn · cos30

=

√
3

2
Vbn −

√
3

2
Vcn

[

Vd

Vq

]

=
2

3







1 −1

2
−1

2

0

√
3

2
−
√
3

2















Van

Vbn

Vcn









|Vref | =
√

V 2
d + V 2

q

α = tan−1

(

Vd
Vq

)

= ωt = 2πft,

Where

f = Fundamental frequency
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Figure 2.8: Reference Vector as a Combination of Adjacent Vectors at Sector I

2.4.2 Determination time duration T1, T2, T0

From Figure 2.8, the switching time duration can be calculated as follows:

• Switching time duration at sector I

∫ Ts

0

Vrefdt =

∫ T1

0

V1dt+

∫ T1+T2

T1

V2dt+

∫ Ts

T1+T2

V0dt (2.28)

Ts · Vref = (T1 · V1 + T2 · V2)

Ts · |Vref ·
[

cos(α)

sin(α)

]

= T1 ·
2

3
· VDC ·

[

1

0

]

+ T2 ·
2

3
· VDC

[

cos(π/3)

sin(π/3)

]

Where

0 ≤ α ≤ 60o

T1 = Ts · a ·
sin(π/3− α)

sin(π/3)
(2.29)

T2 = Ts · a ·
sin(α)

sin(π/3)

T0 = Ts − (T1 + T2)

Where

Ts =
1

fs

a =
|Vref |
2

3
VDC
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• Switching time duration at any sector

T1 =

√
3 · Ts · |Vref |
VDC

(

sin

(

π

3
− α +

n− 1

3
π

))

(2.30)

=

√
3 · Ts · |Vref |
VDC

(

sin
n

3
π − α

)

=

√
3 · Ts · |Vref |
VDC

(

sin
n

3
πcosα− cos

n

3
πsinα

)

T2 =

√
3 · Ts · |Vref |
VDC

(

sin

(

α− n− 1

3
π

))

=

√
3 · Ts · |Vref |
VDC

(

−cosα · sinn− 1

3
π + sinα · cos30n− 1

3
π

)

T0 = Ts − T1 − T2

Where
n = 1 through 6 (that is, Sector I to VI)

(n− 1)π
3
≤ α ≤ nπ

3

2.4.3 Determination of the switching time for MOSFET (S1 to

S6)

Based on Figure 2.9, Figure 2.10 and Figure 2.11, the switching time at each sector has

been summarized in Table 2.3 and it will be built in Simulink model to implement SVM.

2.5 Simulation Results

Simulation results were performed using simulink block as shown in Figure 2.12. The

DC bus VDC is equal to 325V , is connected to the input of the inverter. For the linear

operating range the Vref must not exceeds the boundary of the hexagon. Therefore the

maximum amplitude of the desired Vref is calculated as

|Vref |max =

√

(

2

3
VDC

)2

−
(

2

6
VDC

)2

(2.31)

Sample circuit parameters are given in Table 2.4. Simulation space vector generator

has been shown in Figure 2.12 Three phase PWM inverter output line to line voltage,

output current, 3 phase to 2 phase dq transformation voltages and 3 phase to 2 phase

dq transformation currents are shown in Figure 2.13, Figure 2.14, Figure 2.15, Figure
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Figure 2.9: Optimal Switching Sequences for Sector I & II
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Figure 2.11: Optimal Switching Sequences for Sector V & VI
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Table 2.3: Switching Time Calculation at Each Sector

Sector Upper Switches (S1, S3, S5) Lower Switches (S4, S6, S2)
S1 = T1 + T2 + T7 S4 = T0

1 S3 = T2 + T7 S6 = T1 + T0
S5 = T7 S2 = T1 + T2 + T0

S1 = T2 + T7 S4 = T3 + T0
2 S3 = T2 + T3 + T7 S6 = T0

S5 = T7 S2 = T2 + T3 + T0
S1 = T7 S4 = T3 + T4 + T0

3 S3 = T3 + T4 + T7 S6 = T0
S5 = T4 + T7 S2 = T3 + T0
S1 = T7 S4 = T4 + T5 + T0

4 S3 = T4 + T7 S6 = T5 + T0
S5 = T4 + T5 + T7 S2 = T0
S1 = T6 + T7 S4 = T5 + T0

5 S3 = T7 S6 = T5 + T6 + T0
S5 = T5 + T6 + T7 S2 = T0
S1 = T1 + T6 + T7 S4 = T0

6 S3 = T7 S6 = T1 + T6 + T0
S5 = T6 + T7 S2 = T1 + T0
T7 = To/2 T0 = To/2
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Figure 2.13: Simulation of Inverter Output Line to Line Voltages (VlAB, VlBC , VlCA)

2.16 respectively. Simulation summaries and results are given in Table 2.5, Table 2.6

respectively.

A spectral analysis of all waveforms is performed and all harmonics are presented in

Table 2.7. These results show that acceptable performances can be obtained at all testing

frequencies since the total harmonic distortion (THD) did never reach 10%. At high

switching frequency the PWM converter generate a voltage having amplitude close to the

desired value.
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Figure 2.14: Simulation Results of Inverter Output Currents (iiA, iiB, iiC)

Table 2.4: Circuit Parameters

Parameter Value
Utility 220V/50Hz
VDC 325 volt
Lm 69.31mH
fsw 2Khz
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Figure 2.15: Simulation Results of Load Line to Line Voltages (VLAB, VLBC , VLCA)

Table 2.5: Simulation Results

Switching Set Final Vab Frequency Load
Freq. in Hz Temp. in 0C Temp. in 0C in Volt in Hz current in Amp.

200 1200 1167 139.21 41.01 9.036
2000 1200 1170 153.49 41.74 6.107
20000 1200 1168 151.33 41.74 5.186
200000 1200 1190 175.95 41.74 4.765



CHAPTER 2. DESIGN AND IMPLEMENTATION ...... 3 PHASE IDH 35

Figure 2.16: Simulation Results of Load Phase Currents (iLA, iLB, iLC)

Table 2.6: Simulation Summaries

Set Final Vab Frequency
Temp. in 0C Temp. in 0C in Volt in Hz

150 145.8 15.20 16.42
530 499 67.22 18.44
1300 1275 165.84 45.21
1500 1484 191.75 52.17
1200 1170 153.49 41.74
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Figure 2.17: Simulation Waveforms. (a) Inverter Output Line to Line Voltage (VlAB)

(b) Inverter Output Current (iiA) (c) Load Line to Line Voltage (VLAB) (d) Load Phase

Current (iLA)
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Table 2.7: Spectral Analysis

Harmonic for different
h Switching frequencies

1 kHz 3 kHz 5 kHz 10 kHz
0 -4.58 -4.58 -4.16 -4.16
1 81.22 80.83 73.33 73.24
2 3.22 2.99 2.64 2.60
3 4.70 4.53 4.06 4.03
4 0.42 0.20 0.11 0.06
5 4.45 5.04 4.80 4.94
6 1.98 1.79 1.58 1.55
7 1.03 1.07 0.99 1.00
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Table 2.8: Switching Vectors Part I

Sector Switching Vector Voltage Time Consecutive Sample
Sq S2 S3 S4 S5 S6 Time Time

SECTOR I 0 0 0 1 1 1 V0
T0

2
TC11 TS−I

1 0 0 0 1 1 V1 T1
1 1 0 0 0 1 V2 T2
1 1 1 0 0 0 V7

T0

2

1 1 1 0 0 0 V7
T0

2
TC12

1 1 0 0 0 1 V2 T2
1 0 0 0 1 1 V1 T1
0 0 0 1 1 1 V0

T0

2

SECTOR II 1 1 1 0 0 0 V7
T0

2
TC21 TS−II

1 1 0 0 0 1 V2 T2
0 1 0 1 0 1 V3 T3
0 0 0 1 1 1 V0

T0

2

0 0 0 1 1 1 V0
T0

2
TC22

0 1 0 1 0 1 V3 T3
1 1 0 0 1 1 V2 T2
1 1 1 0 0 0 V7

T0

2

SECTOR III 0 0 0 1 1 1 V0
T0

2
TC31 TS−III

0 1 0 1 0 1 V3 T3
0 1 1 1 0 0 V4 T4
1 1 1 0 0 0 V7

T0

2

1 1 1 0 0 0 V7
T0

2
TC32

0 1 1 1 0 0 V4 T4
0 1 0 1 0 1 V3 T3
0 0 0 1 1 1 V0

T0

2
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Table 2.9: Switching Vectors Part II

Sector Switching Vector Voltage Time Consecutive Sample
Sq S2 S3 S4 S5 S6 Time Time

SECTOR IV 1 1 1 0 0 0 V7
T0

2
TC41 TS−IV

0 1 1 1 0 0 V4 T4
0 0 1 1 1 0 V5 T5
0 0 0 1 1 1 V0

T0

2

0 0 0 1 1 1 V0
T0

2
TC42

0 0 1 1 1 0 V5 T5
0 1 1 1 0 0 V4 T4
1 1 1 0 0 0 V7

T0

2

SECTOR V 0 0 0 1 1 1 V0
T0

2
TC51 TS−V

0 0 1 1 1 0 V5 T5
1 0 1 0 1 0 V6 T6
1 1 1 0 0 0 V7

T0

2

1 1 1 0 0 0 V7
T0

2
TC52

1 0 1 0 1 0 V6 T6
0 0 1 1 1 0 V5 T5
0 0 0 1 1 1 V0

T0

2

SECTOR VI 1 1 1 0 0 0 V7
T0

2
TC61 TS−V I

1 0 1 0 1 0 V6 T6
1 0 0 0 1 1 V1 T1
0 0 0 1 1 1 V0

T0

2

0 0 0 1 1 1 V0
T0

2
TC62

1 0 0 0 1 1 V1 T1
1 0 1 0 1 0 V6 T6
1 1 1 0 0 0 V7

T0

2
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2.6 Conclusions

The main finding of this chapter reveals following:

1. Space vector modulation requires only a reference space vector to generate three

phase sine waves.

2. The amplitude and frequency of load voltage can be varied by controlling the refer-

ence space vector.

3. This algorithm is flexible and suitable for advanced vector control.

4. The strategy of the switching minimizes the distortion of load current as well as loss

due to optimum number of commutations in the inverter.

5. The effectiveness of the SVM to reduced the switching power losses is proved.

6. SVM is one of the best solutions to achieve good voltage transfer and reduce har-

monic distortion in the output of three phase inverter for IDH.

7. It also provides excellent output performance optimized efficiency and high reliabil-

ity compared to similar three phase inverter with conventional pulse width modu-

lations.



Chapter 3

CONFIGURATION PROPOSALS

FOR AN OPTIMAL

ELECTROMAGNETIC

COUPLING IN IDH SYSTEM

3.1 Introduction

Induction Dielectric Heating (IDH) is a mature technique for heating conducting ma-

terials (CM) and non-conducting materials (NCM). To reduce process cycle time with

repeated quality, a suitable electromagnetic coupling that in turns generates intense heat

throughput at very high rates, at well-defined locations and without considering magnetic

permeability has been enabled.

When it comes to induction heating, one must keep in mind that ferromagnetic ma-

terials loose their magnetic properties above Curie temperature [4], [11], [70], thus good

electric conductor condition exist as to be taken into account for a proper work-piece

candidate in a IDH system, whereas low conducting materials will require high frequency

for the excitation coil in order to get the above advantages. Other way to overcome the

poor electromagnetic coupling in low conductive work-pieces is by way of assembling a

high melting temperature condition [86], which is due to its high conductivity which heats

indirectly the low conductive insert so as to avoid high frequency supportive equipment

thus lowering the capital costs.

41
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Despite IDH is a well-established heating method; the fit a favourable IDH scheme

realized on empirical rules, relating size, frequency and the skin depth of the work-piece.

In this chapter the mathematical model for steady state IDH process has been de-

veloped and its numerical solution using Matlab and finite element method (FEM) has

been obtained. It has been devoted to develop analytic parameters, which are intended

to be taken as guidance to set optimal IDH configurations for putting together inductor

and work-piece to achieve the highest electromagnetic coupling. It should match optimal

conditions that are already known for induction heating practitioners [106], [110]. The

simplest and existing geometrical coordinates have been used in massive induction heating

systems. Which are the cylindrical and the spherical coordinates.

IDH system can be represented as a three phase high frequency electrical transformer,

the more intense heat the influence on the idle coil impedance when the secondary loop

is assembled, the greater the occurrence of eddy current on CM and displacement current

(rate of change of voltage with respect to time) on NCM. Thus, a proposed reflection co-

efficient and transmission coefficient has been developed, which is the common factor that

precedes both secondary resistance and secondary inductance as appearing in the effective

impedance formula for an ideal electrical transformer. The larger reflection coefficient,

the better is the electromagnetic coupling of the work-piece. To undertake the task, a

dimensionless treatment of simplified governing differential equation of the process has

been derived. The above approach has been presented for cylindrical systems [28], [106]

and spherical systems, by considering boundary values: either a longitudinal or a trans-

verse magnetic flux. In this chapter same treatment also will be given to cylindrical and

spherical work-pieces, namely steel and lemon being excited by a travelling wave.

3.2 Impedance Parameters for an IDH System

A lumped parameter model has been represented in a mathematical model of a physical

system where field variables have been simplified. The mathematical analysis of an elec-

trical circuit is much simpler than solving the electromagnetic equations for the actual

IDH physical system. Thus impedances, as lumped parameters, are electrical equiva-

lent to those electromagnetic fields distributed in an existing inductor or an element of a

circuit. Thereby, magnetic strength and current density distributions for a given IDH con-

figuration, the basic impedance parameters such as resistances and inductances have been
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stemmed from and then treated in such a way that a reflection coefficient and transmission

coefficient has been obtained as a result.

The properties of an electromagnetic wave (direction of propagation, velocity of prop-

agation, wavelength, frequency, attenuation, phase, intrinsic, skin depth etc.) can be

determined by examining the solutions to the wave equations that define the electric and

magnetic fields of the wave.

The mathematical model has been developed for two cases as follows:

1. Conducting material (CM)

2. Non-conducting material (NCM)

To obtain the mathematical model, Maxwell’s equation and Ohm’s law have been

used. Displacement current is neglected for CM and eddy current is neglected for NCM.

Maxwell’s equations provide the following system:

∇XH = curlH = J +
∂D

∂t
(3.1)

∇.B = divB = 0 (3.2)

∇XE = curlE = −∂B
∂t

(3.3)

∇.D = divD = σ (3.4)

υB = H (3.5)

Where
E = Electric field intensity in V/m
H = Magnetic field intensity in A/m
B = Magnetic inductance (flux density) in Wb/m2

D = Electric displacement field in C/m2

J = Current density in A/m2

υ = Magnetic reactivity
σ = Electrical conductivity in S.m−1

µ = Magnetic permeability in H/m
With other co-relationship

D = εE ,For non-conducting material (Dielectric) (3.6)

B = µH ,Magnetic inductance (3.7)

J = σE ,For conducting material (Metal) (3.8)
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valid in the whole space. From Ohm’s law,

J = Jd + Je + JD (3.9)

Where
Jd = Driving current
Je = Eddy current
JD = Displacement current inside the materials

J = 0 in the space outside the materials. (3.10)

This work overlooks the function of the accumulative charges, that is σ = 0. According

to the relationship between D, J , E, B and D,

∇XH = J +
∂D

∂t
= σE +

∂

∂t
(εE) (3.11)

The corresponding vector from

∇XH = (σ + jεω)E (3.12)

∇XE = −jωµH (3.13)

∇.E = 0 (3.14)

∇.H = 0 (3.15)

∇X∇E = ∇(∇.E)−∇2E

Substituting values from equation 3.13 and equation 3.14

−∇2E = −jωµ(∇XH) (3.16)

By substituting equation 3.12, results as

∇2E = jωµ(σ + jωε)E (3.17)

∇2E = γ2E (3.18)

Where

γ2 = jωµ(σ + jωε)

γ (gamma) is called propagation constant in m−1 and has real and imaginary parts,

γ = α + jβ (3.19)
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Where
α = Attenuation constant in neper/m (Np/m)
β = Phase constant in (rad/m)

The attenuation constant defines the rate at which the fields of the wave is attenuated

as the wave propagates. An electromagnetic wave propagates in an ideal (lossless) media

without attenuation (α= 0). The phase constant defines the rate at which the phase

changes as the wave propagates.

Taking only the x-component of E, variation with respect to z,

∂2Ex

∂t2
= −µ0ε0ω2Ex

∂2Ex

∂t2
+ µ0ε0ω2Ēx = 0 (3.20)

It is a second order differential equation having complete solution

Ex = Ex0e
jωte±γz (3.21)

Ex = Ex0e
−αzej(ωt−βz) (3.22)

Where

−γx = −αx− jβx

The factor e−αz shows the attenuation of wave. The phase constant β for a lossy

dielectric is different from phase constant of a perfect dielectric of same dielectrics constant

and permeability, β increases with conductivity. Hence wave length corresponding to given

frequency becomes smaller and velocity of propagation is less.

The propagation constant can be obtained from equation 3.2

γ2 = jωµ(σ + jωε)

γ = jω
√
µε

√

1− j(
σ

ωε
) (3.23)

γ can be separated into α and β such that

γ2 = (α + jβ)2 = jωµ(σ + jωε) (3.24)

α2 − β2 = −ω2µε (3.25)

2αβ = ωµε (3.26)
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From equation 3.25 and equation 3.26, separate α and β

α = ω

√

µε

2

(

[

√

1 + (
σ

ωε
)2 − 1]

)

(3.27)

β = ω

√

µε

2

(

[

√

1 + (
σ

ωε
)2 + 1]

)

(3.28)

Considering only Ex component to E varying w.r.t z

∇XE =
∂Ex

∂z
1y

= 1y
∂

∂z
Ex0e

−γz

= −1yγEx0e
−γz

Substituting equation 3.13

−jωµH = −1yγEx0e
−γz

H has Hy component corresponding to Ex

Hy =
γ

jωµ
Ex (3.29)

So the intrinsic impedance

η =
Ex

Hy
=
jωµ

γ
(3.30)

Substituting γ from equation 3.23

η =

√

µ

ε(1 + j σ
jωε

)
=

√

jωµ

σ + jωε
(3.31)

η is a complex quantity

η = ηm∠θη (3.32)

With

Ex = Ex0e
−αzej(ωt−βz) (3.33)

= Ex0e
−αz(cos(ωt− βz) + jsin(ωt− βz)) (3.34)
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The magnetic field intensity becomes

Hy =
Ex0

η
e−αzej(ωt−βz)

=
Ex0

η
e−αz(cos(ωt− βz) + jsin(ωt− βz))

=
Ex0

ηm
e−αz(cos(ωt− βz − θη) + jsin(ωt− βz − θη)) (3.35)

The electric and magnetic fields is no longer in time phase.

The factor e−αz causes an exponential decrease in amplitude with increasing values of

z; η is a complex quantity in the first quadrant, so the electric field leads the magnetic

field in time phase.

Since P is given by the cross product of E and H , the direction of power flow at any

point is normal to both the E and H vectors. This certainly agrees with our experience

with the uniform plane wave, for propagation in the +z direction was associated with an

Ex and Hy component,

ExaxXHyay = Pzaz (3.36)

Thus,

Pz = ExHy

=
E2

x0

ηm
e−2αz(cos(ωt− βz) + jsin(ωt− βz))

(cos(ωt− βz − θη) + jsin(ωt− βz − θη))

=
1

2

E2
x0

ηm
e−2αz[cos(2ωt− 2βz − 2θη) + cosθη] (3.37)

From equation 3.37, it can be seen that the power density has only a second harmonic

component and a DC component. Since the first term has zero average value over an

integral number of periods, the time average value of the Poynting vector

Pz,av =
1

2

E2
x0

ηm
e−2αz[cos(2ωt− 2βz − 2θη) + cosθη] (3.38)

Note that the power density attenuates as e−2αz, where as Ex and Hy fall off as e−αz

The dividing line between two classes is not sharp and some media has considered

as conducting material (conductors) in one part of high frequency range, but as non-

conducting material (dielectric) (with loss) in another part of the range.
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In the Maxwell’s equation∇XH = σE+jωεE, the ratio σ
ωε

is therefore just the ratio of

conduction current density to displacement current density in the medium. Conducting

material has σ
ωε

>> 1 over entire high frequency range. Non-conducting material has

σ
ωε
<< 1 under the high frequency range.

The term σ
ωε

is referred to as the loss tangent (similar to loss tangent in case of a

capacitor) or dissipation factor. In practice, following observations are true:

1. For good conductors σ and ω are nearly independent of frequency.

2. For most dielectrics σ and ω are functions of frequency, but the ratio σ
ωε

is often

constant over the frequency range of interest.

Based on the value of σ
ωε
, it can be approximate the relations for attenuation constant,

phase constant and intrinsic impedance for CM and NCM.

3.3 Conducting Material

For the development of mathematical model for conducting material following assump-

tions have been made,

1. All CM are cylindrical, magnetic and have no net electric charge.

2. The system is rotationally symmetric about the z-axis i.e. θ for conducting material

e.g. steel.

3. The rate of change of output voltage with respect to time is neglected for conducting

material (CM).

4. The distribution of electrical current and travelling magnetic flux in the coil is

uniform.

5. The self inductance effect in the coil is taken into account.

6. The current has a steady state quality and as a result, the electromagnetic field

quantities are harmonically oscillating functions with a fixed single frequency.
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3.3.1 Wave propagation in conducting material (CM)

For conducting material σ >> ωε

σ

ωε
>> 1 (3.39)

The propagation constant γ can be written as

γ2 = jωµ(σ + jωε)

= jωµσ
(

1 + j
ωε

σ

)

≈ jωµσ

γ =
√

jωµσ (3.40)

=
√
ωµσ∠450

=
√
ωµσ(cos45 + jsin45)

=

√

ωµσ

2
+ j

√

ωµσ

2

= (1 + j)

√

ωµσ

2
(3.41)

So α = β =

√

ωµσ

2
=
√

πfµσ (3.42)

The velocity of propagation

ν =
ω

β
=

√

2ω

µσ
(3.43)

The intrinsic impedance of the CM

η =

√

jωµ

σ + jωε
=

√

jωµ

σ
=

√

ωµ

σ
∠450 (3.44)

In a conductor, α and β are large. The wave attenuates greatly as it progresses and

phase shift per unit length is also large. The velocity of the wave is small. The intrinsic

impedance is small and has a reactive component with impedance angle of 450.

3.3.2 Mathematical model for CM (Steel)

Let (ar, aθ, az) be the natural tangent system associated with cylindrical coordinate,

(r, θ, z) such that the Oz-axis is the symmetry axis of the induction dielectric heating
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(IDH). The current density is supposed to be in the form J = J(r, z)ejωtaθ, where ω

is the angular frequency of the current and t is the time. It is also assumed that the

components of the fields H,E,B in the system (ar, aθ, az) depend only on r, z and t (not

on θ). Equation 3.1 yields then that H(r, z) is of the from

H(r, z) = (Hr(r, z)ar +Hz(r, z)az)e
jωt (3.45)

Let A be a magnetic vector potential, i.e., a magnetic field satisfying

B = ∇XA (3.46)

A is divergence free (coulomb gauge). Using equation 3.5, equation 3.45 and equation

3.46, it can be shown that A may be expressed in terms of a continuous scalar potential

ψ depending only on r and z:

A = ejωtψ(r, z)aθ (3.47)

Using the notation B(r, z) = (Br(r, z)ar +Bz(r, z)az)e
jωt, from equation 3.46

Br = −∂ψ
∂z

Bz =
1

r

∂rψ

∂r
(3.48)

From equation 3.3

∇XE + jωB = 0 (3.49)

and using equation 3.46

∇X(E + jωA) = 0 (3.50)

Include the self inductance effect in the induction coil as eddy current represented by

Je = σE as per equation 3.8. The displacement current is neglected for conducting

material, then

J = Jd + Je = Jd + σcoE , Driving and eddy current in the coil

= Je = σwE , Eddy current in the work-piece (3.51)
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Where
σco = The electrical conductivity of the coil
σw = The electrical conductivity of the work-piece

Setting Jd = J0cosωt as the driving current in the coil, to find a solution of the from

∇X((
Je
σco

+ jωψ)aθ) = 0 ,For coil

∇X((
Je
σw

+ jωψ)aθ) = 0 ,For work-piece (3.52)

It follows that for coil ( Je
σco
r + jωψr) and for work-piece ( Je

σw
r + jωψr) are a constant in

each connected components of a conductor and shows that this constant is equal to vk/2π.

J = σco(−jωψ +
vk
2πr

) ,Coil

J = σw(−jωψ +
vk
2πr

) ,Work-piece (3.53)

Where

vk = Total voltage imposed in the conductor

Using equation 3.1, equation 3.5, equation 3.48 and equation 3.53, to get inside the

conducting materials (coils and work-pieces) the equation

−
(

∂

∂r

(

υ

r

∂rψ

∂r

)

+
∂

∂z

(

υ
∂ψ

∂z

))

+ jσcoωψ = σco
vk
2πr

,Coil

−
(

∂

∂r

(

υ

r

∂rψ

∂r

)

+
∂

∂z

(

υ
∂ψ

∂z

))

+ jσwωψ = σw
vk
2πr

,Work-piece (3.54)

In a similar way the relation from equation 3.1, equation 3.5, equation 3.10 and equation

3.48 are combined together will provide the following equation in the space outside the

conductors.
(

∂

∂r

(

υ

r

∂rψ

∂r

)

+
∂

∂z

(

υ
∂ψ

∂z

))

= 0 (3.55)

Since there are no surface current, the following interface condition holds at the boundary

of any conductor
[

υ

r

(

∂(rψ)

∂r
nr +

∂(rψ)

∂z
nz

)]

= 0 (3.56)

Where [ψ] denotes the jump of a function ψ at the boundary of the conducting material

and n = nrar + nzaz is the normal vector on the interface.

For electromagnetic computations, consider a circular in the (r, z)-plan, surrounding

the induction dielectric heating system and big enough for the magnetic field to be weak

at the boundaries of the outer surface.
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The Bio-Savart hypothesis implies that the field B behave like 1/(r3+z3) far from the

conductors. For big values of r, the behaviour of ψ can be considered to be similar to 1/r2.

Therefore, on the boundaries of the outer surface which are parallel to the symmetry axis,

so called Robin condition [ [55] p.162].

∂(rψ)

∂r
+ ψ = 0 (3.57)

For those boundaries of the outer surface which are perpendicular to the symmetry axis,

a Robin like condition is difficult to enforce. Instead, the condition

∂(rψ)

∂z
= 0 (3.58)

Which stems from the assumptions that the radial component of the magnetic field is

close to zero on these boundaries.

Finally, the natural symmetry condition along the revolution axis is

ψ = 0 (3.59)

To sum up, the electromagnetic model to be solved consists of equation 3.53 and equa-

tion 3.54, together with the interface condition equation 3.55, the boundary conditions

equation 3.58 and equation 3.57, as well as the symmetry condition equation 3.59.

In order to study the thermal effects of the electromagnetic phenomena, the above

model will be coupled with the heat equation. Assume that the work-pieces do not

interact thermally. These assumptions will allow solving the heat equation individually

for each work-piece. The Joule effect power term is σ−1|Jm|2, where Jm is the mean current

density, equal to J/
√
2 in our case. The value of J is directly obtained by equation 3.53.

Therefore, the equation to be solved in order to get the temperature field in the work-piece

is

ρCp
∂T

∂t
− (λ∇T ) = σw

2

∣

∣

∣

(

−jωψ +
vk
2πr

)∣

∣

∣

2

(3.60)

Equation 3.60 is completed by the following radiation condition on the boundary of the

work-piece, which is justified if the work-piece is convex and there is a large difference in

temperature between the work-piece and the surrounding space:

λ
∂T

∂n
+ κ(T 4 − T 2

amb) = 0 (3.61)
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Where
κ = The product of the Stefan Boltzmann

constant by the material emissivity coefficient
∂T/∂n = The normal derivative of T on the boundary of the work-piece
Tamb = The ambient temperature

One can also consider an empirical conversion law, replacing equation 3.61 by the

condition

λ
∂T

∂n
+ κ(T 4 − T 4

amb) + ζ(T − Tamb) = 0 (3.62)

Where

ζ = Proportionality coefficient

The complete model consists in coupling the electromagnetic problem equation 3.53-

equation 3.59 with the thermal problem equation 3.60, equation 3.61, or equation 3.62,

where T depends only on the spatial coordinates r, z and on the time t.

This model includes two kinds of nonlinearities: the first due to the heat source term

in the heat equation 3.57 and the second due to the dependence of physical properties of

the conducting materials on the temperature and possibly on the magnetic field.

3.4 Non-Conducting Material

For the development of mathematical model for non-conducting material following as-

sumptions have been made,

1. All NCM are isotropic, non-magnetic and have no net electric charge.

2. The system is rotationally symmetric about the z-axis i.e. φ for non-conducting

material e.g. lemon.

3. The eddy current is neglected for non-conducting material (NCM).

4. The distribution of potential in the coil is uniform.

5. The self capacitance effect in the coil is taken into account.

6. The voltage has a steady state quality and as a result, the electromagnetic field

quantities are harmonically oscillating functions with a fixed single frequency.
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3.4.1 Wave propagation in non-conducting material (NCM)

For non-conducting material

σ << ωε or
σ

ωε
<< 1

It can be written as
√

1 +
σ2

ω2ε2
≈
(

1 +
σ2

2ω2ε2

)

(3.63)

by using binomial theorem

(1 + x)n = 1 + nx+
n(n− 1)

2!
x2 +

n(n− 1)(n− 2)

3!
x3 + .... (3.64)

Equation 3.27 and equation 3.28 then becomes

α = ω

√

√

√

√

µε

2

(

√

1 +
( σ

ωε

)2

− 1

)

≈ ω

√

µε

2

(

1 +
σ2

2ω2ε2
− 1

)

=
σ

2

√

µ

ε
(3.65)

β = ω

√

√

√

√

µε

2

(

√

1 +
( σ

ωε

)2

+ 1

)

≈ ω

√

µε

2

(

1 +
σ2

2ω2ε2
+ 1

)

= ω
√
µε

(

1 +
σ2

8ω2ε2

)

(3.66)

ω
√
µε = (ω

ν
) is the phase shift for a non-conducting material.

Velocity of wave ν =
ω

β

=
1

√

µε
(

1 + σ2

8ω2ε2

)

≈ 1√
µε

(

1− σ2

8ω2ε2

)

(3.67)
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1√
µε

is the velocity of the wave in the NCM when the conductivity is zero i.e. in per-

fect dielectric. The effect of a small amount of loss is to reduce slightly the velocity of

propagation of the wave.

Intrinsic impedance η =

√

jωµ

σ + jωε

=

√

√

√

√

µ

ε

(

1

1 + σ
jωε

)

≈
√

µ

ε

(

1 + j
σ

2ωε

)

(3.68)

√

µ
ε
is the intrinsic impedance of the NCM with σ = 0. The chief effect of loss is to add

a small reactive component to the intrinsic impedance.

The above approximations may be made in the cases where σ
ωε
< 0.1.

3.4.2 Mathematical model for NCM (Lemon)

Let (ar, aθ, aφ) be the natural tangent system associated with spherical coordinate (r, θ, φ)

such that the Oθ-axis is the symmetry axis of the induction dielectric heating (IDH). The

current density is supposed to be in the form J = J(r, θ)ejωtaφ, where ω is the angular

frequency of the current and t is the time. It is also assumed that the components of the

fields H,E,B in the system (ar, aθ, aφ) depend only on r, θ and t (not on φ). Equation

3.1 yields then that H(r, θ) is of the from

H(r, θ) = (Hr(r, θ)ar +Hθ(r, θ)aθ)e
jωt (3.69)

Let A be a magnetic vector potential, i.e., a magnetic field satisfying

B = ∇XA (3.70)

A is divergence free (coulomb gauge). Using equation 3.5, equation 3.69 and equation

3.70, it can be shown that A may be expressed in terms of a continuous scalar potential

ψ depending only on r and θ:

A = ejωtψ(r, θ)aφ (3.71)
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Using the notation B(r, θ) = (Br(r, θ)ar +Bθ(r, θ)aθ)e
jωt, from equation 3.70

Br =
1

rsinθ

∂(ψsinθ)

∂θ

Bθ = −1

r

∂rψ

∂r
(3.72)

From equation 3.3

∇XE + jωB = 0 (3.73)

and using equation 3.46

∇X(E + jωA) = 0 (3.74)

Include the self inductance effect in the induction coil as displacement current represented

by JD = ∂D/∂t = jωD = jωεE as per equation 3.8. The eddy current is neglected for

non-conducting material, then

J = Jd + JD = Jd + jωεcoE ,Driving and displacement current in the coil

= JD = jωεwE ,Displacement current in the work-piece (3.75)

Where
εco = The electrical permittivity of the coil
εw = The electrical permittivity of the work-piece

Setting Jd = J0cosωt as the driving current in the coil, to find a solution of the form

∇X((
JD
jωεco

+ jωψ)aφ) = 0 ,For coil

∇X((
JD
jωεw

+ jωψ)aφ) = 0 ,For work-piece (3.76)

It follow that for coil ( JD
jωεw

r+ jωψr) and for work-piece ( JD
jωεw

r+ jωψr) are a constant in

each connected components of a lemon and shown that this constant is equal to vk/2π.

J = jωεco(−jωψ +
vk
2πr

) ,Coil

J = jωεw(−jωψ +
vk
2πr

) ,Work-piece (3.77)

Where

vk = Total voltage imposed in the lemon (NCM)
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Using equation 3.1, equation 3.5, equation 3.72 and equation 3.77, inside the non-

conducting materials (coils and work-pieces) the equation

−
(

∂

∂r

(

υ

r2sinθ

∂rψsinθ

∂r

)

+
∂

∂θ

(

υ

r

∂rψ

∂θ

))

− ω2εcoψ = jωεco
vk
2πr

,Coil

−
(

∂

∂r

(

υ

r2sinθ

∂rψsinθ

∂r

)

+
∂

∂θ

(

υ

r

∂rψ

∂θ

))

− ω2εwψ = jωεw
vk
2πr

,Work-piece

(3.78)

In a similar way the relation from equation 3.1, equation 3.5, equation 3.10 and equation

3.72 are combined together will provide the following equation in the space outside the

conductors.
(

∂

∂r

(

υ

r2sinθ

∂(rψsinθ)

∂r

)

+
∂

∂θ

(

υ

r

∂rψ

∂θ

))

= 0 (3.79)

Since there are no surface current, the following interface condition holds at the boundary

of any non-conductor material
[

υ

r

(

1

rsinθ

∂(rψsinθ)

∂r
nr +

∂(rψ)

∂θ
nθ

)]

= 0 (3.80)

Where [ψ] denotes the jump of a function ψ at the boundary of the non-conducting

material and n = nrar + nθaθ is the normal vector on the interface.

For electromagnetic computations, consider a sphere in the (r, θ)-plan, surrounding

the IDH system and big enough for the magnetic field to be weak at the boundaries of

the outer surface.

The Bio-Savart hypothesis implies that the field B behave like 1/(r3+θ3) far from the

lemon. For big values of r, the behaviour of ψ can be considered to be similar to 1/r2.

Therefore, on the boundaries of the outer surface which are parallel to the symmetry axis,

so called Robin condition [ [55] p.162].

∂(rψsinθ)

∂r
+ ψ = 0 (3.81)

For those boundaries of the outer surface which are perpendicular to the symmetry axis,

a Robin like condition is difficult to enforce. Instead, the condition

∂(rψ)

∂θ
= 0 (3.82)

Which stems from the assumptions that the radial component of the magnetic field is

close to zero on these boundaries.
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Finally, the natural symmetry condition along the revolution axis is

ψ = 0 (3.83)

To sum up, the electromagnetic model to be solved consists of equation 3.77 and equa-

tion 3.78, together with the interface condition equation 3.79, the boundary conditions

equation 3.82 and equation 3.81, as well as the symmetry condition equation 3.83.

In order to study the thermal effects of the electromagnetic phenomena, the above

model will be coupled with the heat equation. Assume that the work-pieces do not

interact thermally. These assumptions will allow solving the heat equation individually

for each work-piece. The Rubbing effect power term is |Jm|2/jωε, where Jm is the mean

current density, equal to J/
√
2 in our case. The value of J is directly obtained by equation

3.77. Therefore, the equation to be solved in order to get the temperature field in the

work-piece is

ρCp
∂T

∂t
− (λ∇T ) = jωεw

2

∣

∣

∣

(

−jωψ +
vk
2πr

)∣

∣

∣

2

(3.84)

Equation 3.84 is completed by the following radiation condition on the boundary of the

work-piece, which is justified if the work-piece is convex and there is a large difference in

temperature between the work-piece and the surrounding space:

λ
∂T

∂n
+ κ(T 4 − T 2

amb) = 0 (3.85)

Where
κ = The product of the Stefan Boltzmann

constant by the material emissivity coefficient
∂T/∂n = The normal derivative of T on the boundary of the work-piece
Tamb = The ambient temperature

One can also consider an empirical conversion law, replacing equation 3.85 by the

condition

λ
∂T

∂n
+ κ(T 4 − T 4

amb) + ζ(T − Tamb) = 0 (3.86)

Where

ζ = Proportionality coefficient

The complete model consists in coupling the electromagnetic problem equation 3.77-

equation 3.83 with the thermal problem equation 3.84, equation 3.85 or equation 3.86,

where T depends only on the spatial coordinates r, θ and on the time t.
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This model includes two kinds of nonlinearities: the first due to the heat source term

in the heat equation 3.81 and the second due to the dependence of physical properties of

the non-conducting materials on the temperature and possibly on the magnetic field.

3.5 Depth of Penetration

Penetration Depth is a measure of how deep light or any electromagnetic radiation can

penetrate into a material. A number of things can influence penetration depth, including

properties of the material itself, the intensity and frequency of the radiation, and various

environmental factors. It has been defined as the depth at which the intensity of the

radiation inside the material falls to 1/e (about 37%) of its original value at (or more

properly, just beneath) the surface.

When electromagnetic radiation is incident on the surface of a material, it may be

(partly) reflected from that surface and there will be a field containing energy transmitted

into the material. This electromagnetic field interacts with the atoms and electrons inside

the material. Depending on the nature of the material, the electromagnetic field might

travel very far into the material, or may die out very quickly. For a given material,

penetration depth will generally be a function of wavelength. The depth of penetration,

δ, is defined as the depth, which has been attenuated to 1
e
or approximately 37% of the

original value.

The amplitude of the wave decreases by a factor e−αx, where α is attenuation constant,

it is apparent that a distance x which makes αx = 1, the amplitude is only 1
e
times its

value at x = 0. This distance is equal to δ, the depth of penetration,

αx = 1 or αδ = 1, δ = 1
α

δ =
1

α
=

1

ω

√

µε
2

(

√

1 + σ2

ω2ε2
− 1

)

(3.87)

For a conducting material σ
ωε
>> 1, so

δ =
1

α
=

√

2

ωµσ
=

√

1

πfµσ
(3.88)
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3.6 Wave Reflection and Transmission

When wave propagating in a uniform medium encounters an interface with a different

medium, a portion of the wave is reflected from the interface while the remainder of the

wave is transmitted. The reflected and transmitted waves can be determined by enforcing

the fundamental electromagnetic field boundary conditions at the media interface.

Given a z-directed, x-polarized uniform plane wave incident on a planar media interface

located on the x-y plane, the phaser fields associated with the incident, reflected and

transmitted fields may be written as:

Incident wave fields

Ei
x = Ex0e

−γz

H i
y =

Ex0e
−γz

η1
(3.89)

Reflected wave fields

Er
x = ΓEx0e

−γz

Hr
y = Γ

Ex0e
−γz

η1
(3.90)

Transmitted wave fields

Et
x = ΥEx0e

−γz

H t
y = Υ

Ex0e
−γz

η2
(3.91)

Where
Γ = Reflection coefficient
Υ = Transmission coefficient
η1 = Reflected intrinsic impedance
η2 = Transmission intrinsic impedance

Enforcement of the boundary conditions (continuous tangential electric field and con-

tinuous tangential magnetic field) yields

Ei
x + Er

x + Et
x at z = 0 → 1 + Γ = Υ

H i
x +Hr

x +H t
x at z = 0 → 1−Γ

η1
= Υ

η2

Solving these two equations for the reflection and transmission coefficients gives

Reflection coefficients Γ = η2−η1
η2+η1

Transmission coefficient Υ = 2η2
η2+η1

The different condition of intrinsic impedance has been represented as per material

characteristics shown in Table 3.1.
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Table 3.1: Effects of Intrinsic Impedance

Case Intrinsic Reflection Transmission Remark
impedance Coefficient Coefficient

I η1 = η2 Γ = 0 Υ = 1 Total transmission, No reflection

II η1 = 0 Γ = 1 Υ = 2 Total reflection without inversion of E

III η2 = 0 Γ = −1 Υ = 0 Total reflection with inversion of E

IV η2 > η1 0 < Γ < 1 1 < Υ < 2
V η2 > η1 0 < Γ < 1 0 < Υ < 1

Table 3.2: Characteristics of Materials

Sr. Types of Conductivity Permittivity Permeability
No. Material σ s/m ε F/m µ H/m
1 Water 2X10−4 80 0.999991
2 Aluminum 3.54X107 1 1.000021
3 Copper 5.80X107 1 0.999991
4 Stainless steel 106 1 1
5 Lemon / Orange 4 80 1
6 Tomatoes 2.5 80 1

3.7 Operating Parameters

Values of electrical conductivity, permittivity and permeability employed for calculation

are presented in Table 3.2 and operating parameters are listed in Table 3.3. The system

under consideration includes a right cylindrical conductor for steel and sphere for lemon

load in the direction of Oz and Oθ respectively, which are surrounded by a multi turn

cylindrical induction coil.

Therefore, it is realistic to assume that the coil is always at room temperature. Assume

a total voltage of the coil is Vcoil = 200V with a frequency of 10 Hz to 1000 K Hz. The

driving current density in the IDH coil is calculated by J0 = σcoVcoil/(2πRcoN),

Where
Vcoil = Total voltage of the coil
Rco = The mean value of the coil radius
N = The number of coil turns

For the magnetic permeability (µ), assume that it is everywhere the constant value of

free space µ = µrµ0 ≃ µ0 (i.e. µr ≃ 1).
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Table 3.3: Operating Parameters

Sr. Description Symbol Value Value
No. (Units in mm) For steel For lemon
1 Work-piece radius rw 55 35
2 Work-piece height hw 40 -
3 Coil inner radius rco 85 85
4 Coil width Lco 20 20
5 Coil wall thickness lco 5 5
6 Height of coil turns hco 40 40
7 Distance between coil turn dco 2.5 2.5

Where

µr = The relative magnetic permeability

The quantity δw = (2/µwσwω)
1/2 has the dimension of length and is called the skin

depth (or penetration depth). It is a measure of the field penetration depth into the

materials. In our calculation the corresponding skin depth of the steel and lemon work-

pieces are δw = 2.5mm and δw = 1.5mm respectively.

It should be mentioned here that since IDH is a very complicated process, one can not

expect accurate simulation of the whole chain of coupled phenomena - electromagnetic,

thermal, mechanical, hydrodynamic and metallurgical - during a heating process. The

most important and controllable process is electromagnetic which is analyzed here.

3.8 Numerical Solution

The standard finite element method has been adopted for the discrimination of equation

3.53, equation 3.54, equation 3.77 and equation 3.78. Finite differences in time and stan-

dard finite elements in space have been used to solve the heat equation. The mesh used for

the thermal problem is same as the part of the mesh used for the electromagnetic problem

inside the materials. It is worth noticing that the skin effect requires a particularly refined

mesh close to the boundary of the materials. On the other hand, coarse mesh size would

result an inaccurate solution of heat equation. Therefore, a reasonable compromise has

to be found.

The electromagnetic problem is solve by stationary time, while the heat equation gives
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rise to an evaluative problem. Due to the different time scale of the two phenomena, it

is assume that the solution of the electromagnetic problem is valid on a time interval

and the physical properties of the work-pieces do not change much, due to the increases

in temperature resulting from the Joule / Rubbing effect. Then these results are used

to compute the source term to be plugged into the heat equation. The evaluative heat

equations have been solved using finite difference on the same time interval. The new

values of the temperature field thus obtained have been used to update the values of

the physical coefficient of the work-pieces. This will allow us to proceed to another

computation of magnetic potential, followed by the computations of the temperature field

and so on.

A numerical simulation code has been developed based on the above model. It can be

dealt with any IDH system having an axis symmetric geometry. Only sinusoidal voltage

is allowed, but the restriction on the shape of the voltage does not have a big effect from

the energetic point of view. The possibility of having several electric current generators,

characterized by different frequency, voltage amplitudes and possibly different phases, has

been taken into account.

3.9 Simulation Results

Attenuation constant, phase constant and propagation constant for conducting material

(stainless steel) simulation results are shown in Figure 3.1, Figure 3.2 and Figure 3.3,

respectively. Figure 3.4 shows skin depth for conducting material. Velocity of propaga-

tion and intrinsic impedance for stainless steel are shown in Figure 3.5 and Figure 3.6,

respectively. The velocity of propagation and intrinsic impedance for conducting material

is small and a reactive component with impedance angle of 450 determined from equation

3.44 and simulation shown in Figure 3.7. Figure 3.8, Figure 3.9, Figure 3.10 and Figure

3.11 show simulation of loss tangent, electric field intensity, magnetic field intensity and

power density for conducting material, respectively.

Attenuation constant, phase constant and propagation constant for non-conducting

material (lemon/orange) simulation results are shown in Figure 3.12, Figure 3.13 and

Figure 3.14, respectively. Figure 3.15 shows skin depth for non-conducting material.

Velocity of propagation and intrinsic impedance for lemon/orange are shown in Figure 3.16
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Figure 3.1: Attenuation Constant for Stainless Steel

Figure 3.2: Phase Constant for Stainless Steel



CHAPTER 3. CONFIGURATION PROPOSALS ...... IDH SYSTEM 65

Figure 3.3: Propagation Constant for Stainless Steel

Figure 3.4: Skin Depth for Stainless Steel
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Figure 3.5: Velocity of Propagation for Stainless Steel

Figure 3.6: Intrinsic Impedance for Stainless Steel
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Figure 3.7: Reactive Component With Intrinsic Impedance for Stainless Steel

Figure 3.8: Loss Tangent for Stainless Steel
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Figure 3.9: Electric Field Intensity for Stainless Steel

Figure 3.10: Magnetic Field Intensity for Stainless Steel
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Figure 3.11: Power Density for Stainless Steel

and Figure 3.17, respectively. The velocity of propagation and intrinsic impedance for non-

conducting material is remaining constant and a small reactive component with intrinsic

impedance determined from equation 3.68 and simulation shown in Figure 3.18. Figure

3.19, Figure 3.20, Figure 3.21 and Figure 3.22 show simulation of loss tangent, electric

field intensity, magnetic field intensity and power density for non-conducting material,

respectively.
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Figure 3.12: Attenuation Constant for Lemon / Orange

Figure 3.13: Phase Constant for Lemon / Orange
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Figure 3.14: Propagation Constant for Lemon / Orange

Figure 3.15: Skin Depth for Lemon / Orange
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Figure 3.16: Velocity of Propagation for Lemon / Orange

Figure 3.17: Intrinsic Impedance for Lemon / Orange
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Figure 3.18: Reactive Component With Intrinsic Impedance for Lemon / Orange
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Figure 3.19: Loss Tangent for Lemon / Orange

The finite element mesh analysis is shown in Figure 3.23 for non-conducting material

(lemon). Figure 3.24, Figure 3.25, and Figure 3.26 show different temperature analysis,

Skin depth analysis using finite element method (FEM), respectively. The displacement

current are shown in Figure 3.27 and Figure 3.28 for non-conducting material at differ-

ent frequency using FEM. Figure 3.29, Figure 3.30, Figure 3.31, and Figure 3.32 show

magnetic field density and magnetic field intensity for lemon at different frequency using

FEM, respectively.
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Figure 3.20: Electric Field Intensity for Lemon / Orange

Figure 3.21: Magnetic Field Intensity for Lemon / Orange
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Figure 3.22: Power Density for Lemon / Orange

Figure 3.23: Mesh Analysis for Lemon



CHAPTER 3. CONFIGURATION PROPOSALS ...... IDH SYSTEM 77

Figure 3.24: Temperature Analysis Using FEM
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Figure 3.25: Skin Depth Analysis Using FEM
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Figure 3.26: Temperature and Skin Depth Analysis With Density Using FEM for Lemon

Figure 3.27: Displacement Current for Lemon Using FEM at 10 MHz
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Figure 3.28: Displacement Current for Lemon Using FEM at 1KHz

Figure 3.29: Magnetic Field Density for Lemon Using FEM at 10MHZ

Figure 3.30: Magnetic Field Density for Lemon Using FEM at 1KHz
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Figure 3.31: Magnetic Field Intensity for Lemon Using FEM at 10MHz

Figure 3.32: Magnetic Field Intensity for Lemon Using FEM at 1KHz
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3.10 Conclusions

A mathematical model for obtaining a reflection coefficient, transmission coefficient and

electromagnetic wave properties for the work-piece contribution to the impedance of a

given IDH system has been derived. This is intended to asses how work-piece is linked to

the excitation loop, thus in order to find out conditions where the eddy current or displace-

ment current occurrence is enhanced. Empirical rules already known by IDH practitioners

have been proved and the finding can be extrapolated to design new possibilities. The

proposed approach has been validated using MATLAB and FEM software.

The main finding of this chapter reveals following:

1. As frequency increases, the current becomes concentrated along the outer surface of

the object.

2. The electromagnetic shield may be necessary to prevent waves from radiating out of

the shielded volume or to prevent waves from penetrating into the shielded volume.

3. Attenuation constant, phase constant and propagation constant increases with in-

crease in frequency in conducting material and non-conducting material.

4. Intrinsic impedance increases with increase in frequency in conducting material and

is remaining constant with increase in frequency for non-conducting material.

5. Velocity of propagation and intrinsic impedance of conducting material exponen-

tially increases with increase in frequency and reactive component of conducting

material remains constant at 450.

6. Velocity of propagation and intrinsic impedance of non-conducting material remains

constant with increase in frequency and reactive component of non-conducting ma-

terial is small.



Chapter 4

SIMULATION RESULTS FOR THE

IDH

4.1 Introduction

The principle of induction dielectric heating (IDH) has been used in various applications

such as brazing, surface hardening, forging, annealing, melting, drying and dehydration

for food etc. Each application has different appropriate frequency required. In food

application frequency depends on work-pieces geometry and skin depth requirement [13],

[60]. A large number of topologies have been developed. Among them, current-fed and

voltage-fed inverters are most commonly used [37]. The advantages of current fed inverter

are short-circuiting protection capability and superior no-load performance because of

its current-limiting DC link characteristic. Voltage-fed or Current-fed inverter for IDH

applications have employed many switches such as Thyristors, GTO’s, Bipolar power

transistor, IGBT’s, MCT’s, MOSFET’s, SIT. Also in recent year, MOSFET are used in

induction heating system, which has the advantage of low conduction loss, high speed

switching time and very little gate drive power.

When a work-piece is inserted into an induction coil, variation of induction heating load

parameters can affect resonant frequency, resulting in reduction of load power. Therefore,

it is necessary to track operating frequency in order to obtain high power factor.

This chapter describes the three phase MOSFET based inverter for dehydration of food

(lemon) application. The operating frequency has been adjusted by the micro controller

to maintain constant leading phase angle when parameters of IDH load are varied. The

83
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Figure 4.1: The Equivalent Circuit of Induction Coil and Work-piece

output power can be controlled by input setting. The load voltage is controlled to protect

the MOSFETs.

4.2 Principle of Induction Dielectric Heating

The IDH method is one of most suitable methods for such heating due to the non-contact

between the induction coil and the work-pieces. It is heated by being placed inside the

magnetic field, induced in the coil when energized, causes eddy currents in the work-pieces

and increases the heating effect. An equivalent circuit of the induction coil and work-piece

is shown in Figure 4.1.

Work resistance, Rw = K(µrpAw) ohms (4.1)

Coil resistance, Rc = K

(

krπdcδc
2

)

ohms (4.2)

Gap reactance, Xg = K(Ag) ohms (4.3)

Work reactance, Xw = K(ArqAw) ohms (4.4)

Coil reactance, Xc = K

(

krπdcδc
2

)

ohms (4.5)

K = 2πfµ0[
N2

c

lc
] Ohms per square meter (4.6)

Where
µr = The relative magnetic permeability
Aw = The cross section are of work-piece
Ag = The area of gap
kr = The coil correction factor that ranging from 1-1.5
Nc = The number of turns of induction coil
lc = The length of gap
δc = The resistivity of copper
dc = The diameters of induction coil

(p and q are function for a solid cylinder)
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Coil

Work−piece

Figure 4.2: Practical Representations of IDH Coil

As shown in Figure 4.1 and from above equations, it can be seen that the parameters

of induction heating load (induction coil and work-piece) depend on several variables

including the shape of the heating coil, the space between the work-piece and coil, their

electrical conductivities and magnetic permeability and the frequency [13], [60].

4.3 System Considerations

This section describes the load impedance characterization of an induction dielectric heat-

ing. This impedance model is needed for suitable power supply design. Finally the basic

operating limitations of a load, three phase inverter are briefly reviewed [47], [58], [75],

[79], [85], [89], [96], [107], [111], [113].

4.3.1 Considerations of coil design

A block diagram of an IDH coil and equivalent circuit modelled are shown in Figure 4.2

and Figure 4.3, respectively. The heating coil is modelled as a transformer with a single

turn secondary winding. The equivalent model can be represented in a simplified form by

an equivalent induction and resistance. The circuit represented in Figure 4.3 can also be

characterized by a dimensionless parameter called the quality factor ’Q’ of the coil.

The core rating is generated based on data about the frequency, resistivity, magnetic
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Req
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Figure 4.3: Equivalent Electric Circuit Model of IDH Coil

permeability, coil dimensions, coil resistivity and an acceptable lower and upper bound

on the number of volts per turn. On the other hand power rating is governed by the

heating rate requirement and any additional primary coil losses. The choice for operating

frequency is based upon the form in which the solid material enters the pot, the electro-

magnetic properties of the material and the conducting or non-conducing material. These

aforementioned items taken together are often used to identify skin depth of the material.

This term corresponds to an effective distance from the surface where induced currents

will flow.

Heat will be generated in work-piece and will be partially conducted away to the

surrounding medium. The generated and conducted heat can either be used to surface

heat the material. The effective parameters for the equivalent resistance and inductance

will vary throughout the heating cycle. This comes about as a result of the changes

in impedance in the material and also changes in the amount of coil flux coupling the

material. The change can also be expressed as a variation in the Q of the coil. Electro-

magnetic type materials exhibit an increase inQ over the duration of the heating cycle. On

the other hand non-magnetic metals exhibit small variations in Q over the duration of the

heating cycle. The power supply designers’ main objective therefore is to determine the

maximum range over which the Q of the coil will vary. The maximum Q at the rated coil

voltage is then established as the baseline value for purposes of designing the power supply.

Secondly, these base values are then used to specify a transformer turns ratio. The purpose

of the transformer is to match as closely as possible the coil voltage to the power supply

voltage. Maximum power transfer can be achieved if the reactive component of the load is

compensated. This can be done using different circuit topologies incorporating capacitors.

Capacitors value can be chosen to compensate for the reactive power assuming a fixed

value for the reactive component of the load. Under these conditions the transformer can

be matched to the power supply. However exact matching is not the case in practice.
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This comes about as a result of a change in the equivalent inductance during a heating

cycle. The problem is particularly acute for ferrous metals. Initial coupling between the

coil and load is good. However the coupling decreases over a period of time as successive

layers of the heated material exceed the Curie point. This gradual process corresponds to

a slow decrease in the inductance of the load i.e., (order of minutes). Consequently the

power transfer will decrease.

4.3.2 Coil specification

The foregoing discussions can conveniently be summarized in the form of the following

coil specifications

1. Coil voltage

2. Power rating

3. Operating frequency

4. Range of Q

5. Range of Leq.

The above design data can in many cases be obtained using simple design rules [60]

however, for special cases (for example, partially conducting refractoriness, or coils whose

length to width ratio is small) it will be necessary to characterize coil impedance, as a

function of frequency, using a finite element software package.

Nevertheless, whichever approach is taken, the requirements are subsequently used for

purposes of designing the matching transformer and the power supply.

4.3.3 Power supply requirements

AC to DC rectifier topology (1 or 3 phase) and inverter topology commonly used in IDH is

shown in Figure 4.4. It is referred to as either a voltage driven power supply or a current

driven power supply. This chapter concerns itself primarily with power supplies that

operate on the principle of three phase inverter. The load (comprised of an inductance,

capacitances and resistance) should at all times be presenting itself as a leading power

factor to the source. Hence the capacitor voltage should lag the driving current source
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Figure 4.4: Structure of The IDH

inverter. Alternatively the operating frequency should always reside above the resonant

frequency of the tuned circuit. Similarly the total current (io) for the voltage source driven

circuit lead the applied voltage. This is the case if the applied frequency is less than the

resonant frequency.

Converters use semiconductor switches such as MOSFET’s and IGBT’s. The proper

operating of the switches requires that a reverse voltage be maintained across the switch,

for a minimum interval of time subsequent to the current extinction. This interval is

referred to as the turn off time for the device; it is another way of stating a leading

power factor load. The power supply control circuit should also guarantee that current

and capacitor voltages be maintained within safe operating levels. Finally, the power

supply should be able to control and maintain the power applied to the load subject to

safe operating conditions. Taken together these operating modes can be summarized as

follows.

1. Constant output power operation

2. Capacitor voltage limited operation

3. Load current limited operation

4. Turn off time limited operation

5. Fault operation
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4.4 Operation of Proposed Inverter

Figure 4.5 illustrates the power circuit of proposed IDH that employs six switches at

primary side of isolating transformer to establish some part of three phase utility voltages

on the primary winding. Being the converter supplied by voltage source, the input phases

should never be short circuited and owing to presence of inductive loads, the load currents

should not be interrupted. With these constrains in 1 phase to 3 phase converter, there

are 8 permitted switching combinations, which are shown in Table 4.1

For each combination, the input and output line voltages can be expressed in term of

space vectors as

vi =
2

3

(

vab + vbce
j2π/3 + vcae

j4π/3
)

= Vie
jαi (4.7)

vo =
2

3

(

vAB + vBCe
j2π/3 + vCAe

j4π/3
)

= Voe
jαo (4.8)

In the same way, the input and output line currents can be expressed as given below.

ii =
2

3

(

ia + ibe
j2π/3 + ice

j4π/3
)

= Iie
jβi (4.9)

io =
2

3

(

iA + iBe
j2π/3 + iCe

j4π/3
)

= Ioe
jβo (4.10)

It may be noted from above equations that the resulting output voltage has been expressed

as a function of the input voltages and the resulting input current of primary side has

been represented as function of the output currents of secondary side.

As shown in Table 4.1, for the 6 combinations of group I, each output phase is con-

nected to a different input phase. In the 2 combinations of group II, all the output phase

is short-circuited.

Each combination of group I determines an output voltage vector having a phase angle

α0 which is dependent on the phase angle αi of the corresponding input voltage vector.

In the same way, the input current vector has phase angle βi which is related to the

phase angle β0 of the output vector. Hence, in order to apply the SVM technique, these

combinations cannot be usefully employed.

Finally, the 2 configurations of group II determine zero output voltage and zero input

current vectors.

Duration of non zero intervals, TON , are given by equation 4.11:

tON = D(kTs)
Ts
2

(4.11)
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Table 4.1: Switching Vectors, Phase Voltages and Output Line to Line Voltage

Voltage Switching Vector Line to Neutral Voltage Line to line voltage
Vectors a b c Vab Vbc Vca Vab Vbc Vca

Group I
V1 1 0 0 2/3 -1/3 -1/3 1 0 -1
V2 1 1 0 1/3 1/3 -2/3 0 1 -1
V3 0 1 0 -1/3 2/3 -1/3 -1 1 0
V4 0 1 1 -2/3 1/3 1/3 -1 0 1
V5 0 0 1 -1/3 -1/3 2/3 0 -1 1
V6 1 0 1 1/3 -2/3 1/3 1 -1 0

Group II
V0 0 0 0 0 0 0 0 0 0
V7 1 1 1 0 0 0 0 0 0

Id L d

E

a’

a
S1

S4

b

b’

S3

S6

c

c’

S5

S2

Lw Rw

Cw

Figure 4.5: Three Phase Inverter for IDH

D(kTs) =
Vref

vmax(kTs)
(4.12)

Where
Ts = Switching period
D = Duty cycle
Vref = Reference adjusting voltage

Secondary side of isolation transformer is coupled to parallel resonance tank circuit

through matching (or filter) coil LC .

4.5 Analysis of Three Phase Inverter

The three phase inverter is shown in Figure 4.5. Its analysis is based on the following

assumptions:
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1. The quality factor of three phase inverter load Q = ωLw/Rw is larger than 2.5 (high

Q load).

2. The inverter circuit inductance ratio factor (Ld/Lw) > 10.

3. The three phase inverter switches are ideal.

4. The internal resistance of the three phase inverter DC source is negligible.

The transient behaviour of the IDH circuit represented by the following Laplace trans-

former equations:

sLdId(s) + (−1)n−1Uc(s) =
E

s
+ Ldi(0)

−Uc(s) + (Rw + sLw)I(s) = Li(0) (4.13)

−(−1)n−1Id(s) + CwsUc(s) + I(s) = Cwuc(0)

Where
Id(s) = The Laplace transforms of the three phase inverter input current id(t)
I(s) = Load current i(t)
Uc(s) = Voltage uc(t)

With their initial values id(0), i(0), uc(0) and (−1)n−1 is a sign changing factor, reflect-

ing to the three phase inverter switching, where n is a number of half periods counting

from inverter starting instant (nst = 1)

The solution of the IDH system equation 4.13 is

Id(s) =
1

sLdLwCwM(s)
[(CwLws

2 + CwRws+ 1)E + AId] (4.14)

Uc(s) =
(−1)n−1(Rw + Lws)

sLdLwCwM(s)
(E − Auc

) (4.15)

I(s) =
(−1)n−1

sLdLwCwM(s)
(E + AI) (4.16)

Where

M(s) = s3 +
Rw

Lw
s2 +

Ld + Lw

LdLwCw
s+

Rw

LdLwCw
(4.17)
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and AId, AI and Auc
are the corresponding initial condition polynomials:

AId = (LdLwCws
3 + LdRwCws

2 + Lds)id(0)

− (−1)n−1(LwCws
2 +RwCws)uc(0) + (−1)n−1sLwi(0) (4.18)

AI = Ldsid(0) + (−1)n−1LdCws
2uc(0) + (−1)n−1(LdLwCws

3 + Lws)i(0) (4.19)

AUc
= −Ldsid(0)− (−1)n−1LdCws

2uc(0) + (−1)n−1 LdLws
2

Lws+Rw
i(0) (4.20)

For the first half period

AId = AI = AUc
= 0

To obtain the values of Id(s), Uc(s) and I(s) it is essential ton obtain the roots of equation

4.17. It is preferable to normalize parameters.

The inductance ration factor is defined as:

K =
Ld

Lw
(4.21)

a load quality factor and a resonant frequency

Q =
ω0Lw

Rw
(4.22)

(4.23)

Where

ω0 =
1√
LwCw

(4.24)

and a normalized frequency

ηf =
ω

ωn
(4.25)

Where

ωn = The natural angular frequency

Power consumption of 10− 1000kW with frequency range of 0.5 to 10MHz the range

of Q, K and ηf has been provided by equation 4.26.

2.5 < Q < 20

10 < K < 200 (4.26)

1.01 < ηf < 1.1
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Therefore, the approximate analytical expressions for three phase inverter currents and

voltage id(t), i(t) and uc(t) are obtained for these ranges of parameters.

The characteristic equation as described in equation 4.17 having order more than two

needs iterative method is non-linear algebraic equation. According to this method, the

third-order equation of the form

s3 + k1s
2 + k2s + k3 = 0 (4.27)

after separating the real root s1 = −a may be written as

(s+ a)[s2 + (k1 − a)s+ (k2 − b)] = 0 (4.28)

Performing all the operations in equation 4.28 and comparing the coefficients of equal

powers of s in equation 4.27 and equation 4.28,

b = (k1 − a)a (4.29)

a =
k3

k2 − b
(4.30)

Thus, from equation 4.29 and equation 4.30 unknowns are a and b. To find them, the

iteration method is used. Start with a zero iteration value: a0 = 0, which gives in

accordance with equation 4.29 b0 = 0 and then, in accordance with equation 4.30, the

first iteration value of a is a1 = k3/k2. The next iteration value of b, i.e., b1 is substituting

value into equation 4.29. Hence, the following recurrent formula for the real root aj+1 can

be employed:

aj+1 =
k3

k2 − b3
(4.31)

Where

bj = (k1 − aj)aj (4.32)

and j = 0, 1, 2, .... is the number of iterations. This iteration process is repeated up to

the required accuracy.

Substituting, equation 4.21, equation 4.22 into equation 4.17 yields

M(s) = s3 +
ω0

Q
s2 +

ω2
0(K + 1)

K
s +

ω3
0

KQ
= 0 (4.33)
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Thus, the coefficients of equation 4.27 area

k1 =
ω0

Q
(4.34)

k2 =
ω2
0(K + 1)

K
(4.35)

k3 =
ω3
0

KQ
(4.36)

Starting with a0 = 0 and b0 = 0, in accordance with equation 4.31

a1 =
k3
k2

=
ω0

Q(K + 1)
(4.37)

and with equation 4.32

b1 = (k1 − a1)a1 =
ω2
0K

Q2(K + 1)2
(4.38)

The accuracy of root iteration may be estimated by applying a conversion rate factor

di = aj/aj+1. At the first iteration:

d1 =
a1
a2

= 1− b1
k2

= 1− K2

Q2(K + 1)3
(4.39)

The limit accuracy is d∞ = 1, which means that the root value was calculated exactly. As

can be seen from equation 4.39 d1 approaches one as Q and K become larger. Substituting

into equation 4.39 the lowest values of Q and K equation 4.26.

d1 ≃ 1− 1

Q2K
= 1− 0.61 ∗ 10−1 = 0.984

Thus, even under adverse conditions, i.e., by using the lowest Q and K, the accuracy of

the first iteration is sufficient. Therefore

s1 = −a1 ≃ − ω0

Q(K + 1)
(4.40)

Substituting now equation 4.37 and equation 4.38 into the second factor of equation 4.28

yields the following quadrant equation:

s2 +
ω0K

Q(K + 1)
s+

ω2
0(K + 1)

K
= 0 (4.41)

Which gives the next two roots:

s2,3 = γ ± jωn =
ω0K

2Q(K + 1)
± jω0

√

K + 1

K
(4.42)
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Where

ωn = ω0

√

K+1
K

= The natural angular frequency

With roots equation 4.41, equation 4.42 the solution of equation 4.14, equation 4.15

and equation 4.16 is

id(t) =
E

R
[1 + A1e

− ω0t
Q(K+1) + A2e

− ω0Kt

2Q(K+1) cos(ωnt + α1)]

uc(t) = E[1 + B1e
− ω0t

Q(K+1) +B2e
− ω0Kt

2Q(K+1) cos(ωnt + α2)] (4.43)

i(t) =
E

R
[1 + C1e

− ω0t
Q(K+1) + C2e

− ω0Kt

2Q(K+1) cos(ωnt+ α3)]

Where A1, A2, α1, B1, B2, α2, ..... are constants of integration or residues, which are de-

pendent on the initial conditions and may be found with the partial-fraction expression

techniques. In the first half period the initial conditions equation 4.18, equation 4.19 and

equation 4.20 are zero. Taking the residues of the both the real and complex poles and

after simplifying due to the conditions imposed by equation 4.21 to equation 4.26, we

obtain the values of the first half period:

id(T/2) =
E

R

(

1− e
− π

(K+1)Qηf

)

(4.44)

uc(T/2) = E



1− K

K + 1
e
− π

(K+1)Qηf +

√

Q2

Q2+1

K
e
−

πK

√
K

K+1
2Q(K+1)ηf cos(

π

ηf
+ φ1 + φ2)





(4.45)

i(T/2) =
E

R

(

1− e
− π

(K+1)Qηf +
1

K
√

3.06 +Q2
e
−

πK

√
K

K+1
2Q(K+1)ηf cos(

π

ηf
+ φ2)

)

(4.46)

Where
φ1 = arctan(2Q)
φ2 = arctan(2Q/3.5)
ηf = ω/ωn

It is the normalized frequency or operating frequency factor and ω is the inverter

operating angular frequency.

According to equation 4.45 the first commutation reverse voltage may be estimated.

Expressions equation 4.44, equation 4.45 and equation 4.46 allow us to calculate the initial

conditions for the second half period of the three phase inverter start up.

To check the accuracy of the above approximate formulas computer aided simulation

of the transient behaviour of the inverter in its starting process was performed. The

differential equation 4.13 has been solved by the Runge Kutta method and the results
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Figure 4.6: The Region of the Three Phase Inverter Parameters Q and βs Determine the

Starting Process

obtained by this computation were compared with the results obtained by approximate

formulas equation 4.44, equation 4.45 and equation 4.46. The difference in the results at

the end of the first half period is less than 5%. When Q = 10, K = 100, error is less than

1%. It is evident that this accuracy is high enough for the practical inverter analysis.

The turn off (dead time) angle βd is of most importance for the reliable start-up

process. This angle represents the time (toff = βd/ω) that is available for the reliable

switching of the inverter MOSFET’s.

The computer-aided turn-off angle βd shows that its varying may be monotonous or

oscillating, depending on the circuit parameters and operating frequency factor. By the

monotonous change the turn-off angle βdmin takes place at the second commutation cycle.

However, by the oscillating change it takes place at the following half-periods. Figure

4.6 shows two regions of the inverter parameters, i.e., Q and steady state turn off angle

βs which determine the kind of angle βd changing. The steady state turn off angle βs is

related to the factor ηf [16] as

tanβs =

(

ηf −
1

ηf

)

Q (4.47)



CHAPTER 4. SIMULATION RESULTS FOR THE IDH 97

p

T

N1 N2 LM RM CP

L P

Ro

L CL 2L 1

Figure 4.7: Circuit of Proposed IDH Equivalent
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Figure 4.8: Simplified Circuit

Thus, for the known βs, the frequency factor ηf may be determined with equation 4.22

and taking into account that ηf = ω/ωn and ωn = ω0

√

(K + 1)/K, as

ηf =



1−

√

K+1
k
Rtanβs

2πfLw





− 1
2

(4.48)

When ηf changes from 1.01 to 1.1 [see (equation 4.26)], βs changes from 5o to 75o in

equation 4.47.

4.6 Calculation of Switching Frequency

Circuit of proposed 3 phase IDH equivalent to switching transformer (ST) is shown in

Figure 4.7. RM indicates core losses. LM , Ll1 and Ll2 are mutual and leakage inductances

of isolation transformer. Figure 4.8 shows the simplified circuit where LF is obtained as

follows:

LF = LC + Ll1 + Ll2 (4.49)

Secondary side of isolation transformer provides a rectangular voltage VS. An LC cir-

cuit feeds an inductive load with typical power factor less than 0.1 [94]. Parallel resonance
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tank equivalent impedance matching coil is given by

ZT (jω) = jωLF +
1

jωCP + 1
jωLP+Ro

(4.50)

To obtain proper switching angular frequency, ω0, imaginary part of equation 4.50 should

be taken equal to zero. Due to low power factor of the induction coil, it is possible to

assume R2
0 << (ω0LP )

2, therefore equation 4.50 can be simplified as equation 4.51:

ZT (jω) ≈ jωLF +

RO

ω2
0L

2
P

− jω0

[

CP − 1
ω2
0LP

]

ω2
0

[

CP − 1
ω2
0LP

]2 (4.51)

Imaginary part of equation 4.51, taken equal with zero, is solved to obtain f0 by the

following equation:

ω0 =

√

LP + LF

CPLPLF

;ω0 = 2πf0 (4.52)

Equation 4.52 shows the proper switching frequency, f0, to transfer maximum power

to the load. The value of impedance ZT at frequency f0 is obtained as equation 4.53:

ZT (jω) ≈ RO

(

LF

LP

)2

(4.53)

Maximum transferred power to R0 at switching frequency f0, is achieved by equation

4.51. VS1 and N2/N1 are effective main components of secondary voltage and winding

ratio of transformer, respectively.

PO =
V 2
S

ZT (jω0)
≈

V 2
S,1

RO

(

LF

LP

)2 (4.54)

PO ≈
(

2
√
2

π
.
N2

N1
.
LP

LF

)2

.
V 2
ref

RO

It is clear from equation 4.54 that output can also be determined by winding ratio

of high frequency transformer. Also the type of isolation transformer must be selected

according to operation frequency.

4.7 Calculation of Matching Coil Value

There are several methods to determine matching coil value. To obtain a good filter-

ing performance of output stage and almost sinusoidal waveform on the induction coil,
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Table 4.2: Circuit Parameters

Parameter Value Parameter Value

Utility 380V/50HZ N1/N2 1
Vref 300V LF 200µH
LP 10µH CP 26.96µF
Ro 50mΩ LM 20mH

following relationship may be assumed.

LF >> LP (4.55)

Also, start-up current must be limited by LF . The maximum possible start-up primary

current variation, neglecting transformer inrush current, can be approximated by equation

4.56:

max△Iprimarystartup ≈
1

LF

(

N2

N1

)2
Ts
2

√
2Vm (4.56)

Vm is the peak voltage of the utility. Maximum allowable switching devices current

found from the specifications supplied by manufacturer must be greater than maximum

primary start-up current. Thus LF can be determined by considering equation 4.55 and

equation 4.56.

4.8 Simulation Results

Sample circuit parameters are given by Table 4.2. The switching frequency calculated

from equation 4.52 is 9931.80HZ . Consequently, from equation 4.50 we have ZT (jωo) =

1.969∠−10◦, which gives a power factor close to 1 (0.9999) as shown in Figure 4.9. Figure

4.10, Figure 4.11, Figure 4.12 and Figure 4.13, Figure 4.14, Figure 4.15 show waveforms of

supply voltage and primary side output voltage, respectively. Secondary side of isolation

transformer, load voltage and induction coil current are shown in Figure 4.16, Figure 4.17,

Figure 4.18 and Figure 4.19, Figure 4.20, Figure 4.21 respectively. Simulation summaries

are given in Table 4.3. Figure 4.22, Figure 4.23, Figure 4.24 show FFT of output voltages.
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Table 4.3: Simulation Summaries

Parameter Value Parameter Value

Vab 84.874V I1 92.275A
Vbc 84.882V I2 92.274A
Vca 84.883V I3 92.265A
PF 0.9999 THD(VO) 0.7%
Fs 9956HZ Pout 7831.61W

Table 4.4: Simulation Results

Frequency in Hz Output Voltage in volt
0.5k 732.00
1.0k 416.24
1.5k 324.20
2.0k 159.41
5.0k 90.50
10.0k 84.874

Figure 4.9: Power Factor
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Figure 4.10: R Phase Supply Voltage Waveform

Figure 4.11: Y Phase Supply Voltage Waveform

Figure 4.12: B Phase Supply Voltage Waveform
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Figure 4.13: Waveform of Primary Output Voltage for Vab

Figure 4.14: Waveform of Primary Output Voltage for Vbc

Figure 4.15: Waveform of Primary Output Voltage for Vca
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Figure 4.16: Secondary Side Output Voltage Vr

Figure 4.17: Secondary Side Output Voltage Vy

Figure 4.18: Secondary Side Output Voltage Vb



CHAPTER 4. SIMULATION RESULTS FOR THE IDH 104

Figure 4.19: Induction Coil Current I1

Figure 4.20: Induction Coil Current I2

Figure 4.21: Induction Coil Current I3
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Figure 4.22: FFT of Output Voltage for Vab

Figure 4.23: FFT of Output Voltage for Vbc
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Figure 4.24: FFT of Output Voltage for Vca
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4.9 Conclusions

In this chapter an induction dielectric heating device with high frequency transformer

structure has been described. Comparison of proposed circuit has been carried out both

by mathematical analysis and by simulation. The result shows that value of power factor

obtained is unity. Flexibility aspects of switching transformer leads to several advantages

such as unity power factor without using any reactive element, symmetric loading from

utility point of view, isolation of working coil, compact dimensions and almost uniform

sinusoidal output.

Additionally, this topology can provide any voltage level conversion ability, which

leads to desired power even at low input voltage levels. Furthermore, proposed topology

provides maximum output power and reduced THD utilization. This requires compara-

tively smaller size of matching filter coil which work suitably with auto tuning switching

frequency controller.



Chapter 5

EXPERIMENTAL VERIFICATION

5.1 Introduction

The objective of the conducted experiment is to assess the versatility of IDH technology,

which provides heat up of conducting and non-conducting materials.

In this chapter, first the proposed IDH system has been described and the considered

the experimental parameter has been defined and follows the experimental results.

5.2 Experimental System

Induction Dielectric Heating takes power from the mains, converts it into frequencies

suitable for specific applications, and then uses this power to create controllable heat in

any conducting material or non-conducting material.

Power is applied to the work-piece by 3 phase induction coils. An alternating current

flowing through a coil; (i) Generates a magnetic field, (ii) Places a work-piece, (iii) Induces

eddy current or displacement current within the magnetic field. Heat is produced only

after the eddy current or displacement current is induced.

The heating pattern of an object mainly depends on the design of winding or induc-

tion coil pattern. However the power and frequency can be obtained by taking suitable

converter rating. The depth of heat penetration into the work-piece depends on the

frequency; the lower the frequency, the deeper the penetration.

Figure 5.1 demonstrates structure of the 1 phase to 3 phase IDH coil control which

can be divided into seven parts as follows:

108
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Figure 5.1: The Experimental System of IDH System Control

A. Main control unit

Main control unit consists of micro controller and multiplex driver as shown in Figure

5.1. In the experimental system the main control unit has to do the following tasks:

(i) To determine the SVM signal patterns and the main frequency control values

for the SVM signal generator has been described in chapter 2.

(ii) To read in the three phase signals from the encoder.

(iii) To implement the digital control system.

(iv) To calculate the switching actions for the three inverter-legs.

(v) To control all the six timings individually of the SVM signal for firing circuit

of the MOSFET devices.

(vi) To send the switching actions to the MOSFET driver card through multiplex

driver.

B. High frequency generator unit

To generate the high frequency signal for desired patterns using 4093 IC. The unit

has protection circuit for false phase fixing which may damage the MOSFET’s three

phase inverter.
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Figure 5.2: High Frequency Transformer

C. MOSFET gate driver unit

Adjusts the signal derived from the multiplex driver to suitable for the MOSFET

gate in the MOSFET inverter unit.

D. Rectifier unit

1 phase or 3 phase AC to DC converter using bridge rectifier unit.

E. MOSFET inverter unit

Frequency value and patterns have been developed by the micro controller and

supplying power to primary side of high frequency transformers. The switches used

are MOSFETs with a rated current of 25 A. The dead-time is 6 micro second. The

maximum switching frequency of the MOSFETs is 20 kHz.

F. High frequency transformer unit

Suppling driving power from the three phase MOSFET inverter to the 3 phase
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Figure 5.3: Three Phase Induction Coils

induction coil. High frequency transformer consisting of three, 1 phase transformers

designed for specific needs as shown in Figure 5.2.

G. Heating coil unit

Generating high frequency magnetic field at resonance position for distributing heat

to the material. Three phase induction coils are shown in Figure 5.3.

The hardware circuit layout for IDH control system is shown in Figure 5.4

5.2.1 Determination of control frequency

The control frequency which is required for heating the work-piece and can be determined

by either main control unit or high frequency generating unit depending on type i.e.

conducting or non-conducting material.

The main control unit frequency generated by the micro controller [108], [115] can be
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Figure 5.4: Hardware Structure of IDH System Control
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Table 5.1: Limits of fPWM and fH

Range fPWM fH
8 7 6 5 4 3 2 1

Max (kHz) 15.69 2007.84 1003.92 501.96 250.98 125.49 62.75 31.37 15.69

Min (kHz) 0.03 3.94 1.97 0.98 0.49 0.25 0.12 0.06 0.03

derived from the following equations:

fCPU =
fOSC

2×DOCR
(5.1)

Where
fCPU = Main control frequency generated by the micro controller in Hz
fOSC = Micro controller clock signal in Hz
DOCR = Divided frequency value in the micro controller in Hz

PWM frequency is given as follows:

fPWM =
fCPU

256× 2
(5.2)

Where
fPWM = PWM frequency in the induction coil in Hz
fCPU = Main control frequency generated by the micro controller in Hz

The high frequency generated unit by the IC 4093 can be derived from the following

equations:

fH =
1

1.1RC
(5.3)

Where

fH = High frequency in the IDH coil in Hz

So that, equations of induction coil PWM frequency is obtained as follows:

fPWM =
fOSC

1024×DOCR

(5.4)

And equations for calculating the divided frequency value in the micro controller is

DOCR =
125

16× fPWM
(5.5)

Where

fOSC = 11.0592MHz
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Figure 5.5: Three Phase MOSFET Base Inverter

According to the equation 5.3 and equation 5.4 the frequency generated from fH and

fPWM are shown in Table 5.1. Results from Table shows that by using the PWM principle

the frequency has been determined between 0.03− 15.69 kHz by main control unit. The

high frequency generator unit generates the frequency in the range of 0.03 to 2007.84

kHz.

5.3 Protection Considerations

Three phase MOSFET base inverter as shown in Figure 5.5. Protection against over

voltages across the power devices is shorting out devices S1 & S4 and concurrently forcing

the DC current to zero. Over voltages could arise as a result of too large a capacitor

voltage. This in turn could take place if the load coil were to become open circuited. The

current source inverter has the additional attribute of tolerating fault currents since DC

current source is controllable. Consequently the applied current source can be phased back

upon detection of a fault current. A fault current would occur if either the coil or a device

were to become shorted or if a device had failed to commutate. Additional necessary

protection includes the capability of maintaining sufficient turn off time margin for the

load commutated devices. This can be accomplished by monitoring the tank voltage

and calculating the turn off time available until the succeeding voltage zero crossing.

Consequently transient changes in the systems could result in a commutation failure.

Hence additional turn off time margin has been typically provided in order to take into

account the likelihood of such an event. This type of event mainly occurs for ferrous metal

melting where the resonance frequency increases during the melt cycle.
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5.4 Component Ratings

The ratings of the components are established by using Fourier analysis techniques. Ini-

tially an equivalent circuit model is developed. This model is based on the following

simplifying assumptions:

1. The input current of the inverter is constant.

2. The semiconductor switches are ideal.

3. The output transformer is ideal and has a unity turns ratio.

4. The inverter operates in the continuous mode.

5. The effect of the overlap period is neglected.

It is also convenient to define base values for voltages, currents and times for adopting

a comparative reference base from which other inverter schemes are to be judged. From

a users point of view, it is appropriate to consider the effective coil resistance as a base

impedance. Furthermore, it is useful to establish the driving source as base value. This

happens to be the current for the case of a current source.

5.5 Advantages

The technical features of induction dielectric heating deliver three key benefits: improved

throughput, better and consistent quality and reduced costs.

5.5.1 Throughput

Using induction dielectric heating into the production line improves production efficiency.

It can cut lead times and speed up throughput. The IDH heating process itself is faster

than open-flame and oven alternatives.

5.5.2 Quality

Quality improves because it can apply pre-set temperatures to pre-set parts of individ-

ual work-pieces and because induction coils are special-made for specific work-pieces, in
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advance, the delivered heat pattern. Also, precise heat delivery means any adjoining

components and/or materials remain unharmed during the heating process.

5.5.3 Costs

Costs go down because of shorter lead times and increased throughput. Integrated in-

line induction dielectric heating means lower pre-processing and logistics costs. Swift

heat cycles, precise delivery and accurate repeatability minimize waste and scrap. IDH

frequency converters are particularly effective at lowering energy costs, as it has a proven

higher efficiency and power factor than competing converters.

5.6 Experimental Results

Experimental circuit parameters are given in Table 5.2. The switching frequency gener-

ated from encoder is 279HZ . Figure 5.6, Figure 5.7 and Figure 5.8 show waveform of

encoder, respectively. Figure 5.9, Figure 5.10, Figure 5.11, Figure 5.12, Figure 5.13 and

Figure 5.14 show waveform of gate pulse applied to power devices using main control unit,

respectively. High frequency transformer input and output voltages are shown in Figure

5.15, Figure 5.16, Figure 5.17, Figure 5.18, Figure 5.19 and Figure 5.20, respectively for

conducting material. Figure 5.21, Figure 5.22 and Figure 5.23 show FFT of three phase

inverter output voltage waveform, respectively. FFT of three phase IDH (Load) wave-

forms are shown in Figure 5.24, Figure 5.25 and Figure 5.26, respectively for conducting

material.

Figure 5.27 shows high frequency generator unit waveform. Figure 5.28, Figure 5.29,

Figure 5.30, Figure 5.31, Figure 5.32 and Figure 5.33 show waveform of gate pulse applied

to power devices using high frequency generator unit, respectively. High frequency trans-

former input voltages are shown in Figure 5.34, Figure 5.35, Figure 5.36, respectively for

non-conducting material. Figure 5.37, Figure 5.38 and Figure 5.39 show FFT of three

phase inverter output voltage waveform, respectively for lemon. Experimental verification

summaries are given in Table 5.3. Experimental sample results are shown in Figure 5.40

and Figure 5.41 respectively.
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Table 5.2: Circuit Parameters

Parameter Value Parameter Value

Utility 220V/50HZ N1/N2 50
Vref 300V LF 200µH
LP 10µH CP 26.96µF
Ro 50mΩ LM 20mH

Table 5.3: Experimental Verification Summaries

Parameter Value Parameter Value

Vab 1.272 V I1 122 A
Vbc 1.285 V I2 132 A
Vca 1.269 V I3 118 A
PF 0.9999 THD(VO) 0.7%
Fs 279HZ Pout 100.61W

Figure 5.6: Encoder 1
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Figure 5.7: Encoder 2

Figure 5.8: Encoder 3
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Figure 5.9: Gate Pulse for S1 Using Main Control Unit

Figure 5.10: Gate Pulse for S3 Using Main Control Unit
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Figure 5.11: Gate Pulse for S5 Using Main Control Unit

Figure 5.12: Gate Pulse for S4 Using Main Control Unit
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Figure 5.13: Gate Pulse for S6 Using Main Control Unit

Figure 5.14: Gate Pulse for S2 Using Main Control Unit
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Figure 5.15: High Frequency Transformer Input Voltage Waveform (ViRY )

Figure 5.16: High Frequency Transformer Input Voltage Waveform (ViY B)



CHAPTER 5. EXPERIMENTAL VERIFICATION 123

Figure 5.17: High Frequency Transformer Input Voltage Waveform (ViBR)

Figure 5.18: High Frequency Transformer Output Voltage Waveform (VoRY )
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Figure 5.19: High Frequency Transformer Output Voltage Waveform (VoY B)

Figure 5.20: High Frequency Transformer Output Voltage Waveform (VoBR)
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Figure 5.21: FFT of Three Phase Inverter Output Voltage Waveform (ViRY )

Figure 5.22: FFT of Three Phase Inverter Output Voltage Waveform (ViY B)
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Figure 5.23: FFT of Three Phase Inverter Output Voltage Waveform (ViBR)

Figure 5.24: FFT of Three Phase IDH (VoRY )
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Figure 5.25: FFT of Three Phase IDH (VoY B)

Figure 5.26: FFT of Three Phase IDH (VoBR)
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Figure 5.27: High Frequency Generator Unit

Figure 5.28: Gate Pulse for S1 Using High Frequency Generator Unit
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Figure 5.29: Gate Pulse for S3 Using High Frequency Generator Unit

Figure 5.30: Gate Pulse for S5 Using High Frequency Generator Unit
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Figure 5.31: Gate Pulse for S4 Using High Frequency Generator Unit

Figure 5.32: Gate Pulse for S6 Using High Frequency Generator Unit
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Figure 5.33: Gate Pulse for S2 Using High Frequency Generator Unit

Figure 5.34: High Frequency Transformer Input Voltage Waveform (ViRY )
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Figure 5.35: High Frequency Transformer Input Voltage Waveform (ViY B)

Figure 5.36: High Frequency Transformer Input Voltage Waveform (ViBR)
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Figure 5.37: FFT of Three Phase Inverter Output Voltage Waveform (ViRY )

Figure 5.38: FFT of Three Phase Inverter Output Voltage Waveform (ViY B)
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Figure 5.39: FFT of Three Phase Inverter Output Voltage Waveform (ViBR)
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Figure 5.40: Sample Result 1
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Figure 5.41: Sample Result 2
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5.7 Conclusions

This chapter has described an induction dielectric heating experimental control structure

and reveals the following findings:

1. This experiment demonstrated the ability of voltage level conversion ability, which

leads to desired power even at low input voltage levels.

2. As frequency increases, the current becomes concentrated along the outer surface of

the object.

3. The frequency of load can be varied by encoder.

4. The proposed algorithm is flexible and suitable for advanced vector control.

5. The strategy of the switching minimizes the distortion of load current as well as loss

due to minimization commutations in the inverter.

6. Experimental technique of Induction Dielectric Heating (IDH) has been developed

using micro controller.

7. The effectiveness of the SVM in the contribution in the switching power losses

reduction has been demonstrated by performing an experiment.

8. SVM is one of the best solutions to achieve good voltage transfer.

9. It also provides excellent output performance optimized efficiency and high reliabil-

ity compared to similar three phase inverter with conventional pulse width modu-

lations.

10. Flexibility aspects of switching transformer leads to several advantages such as

nearly unity power factor without using any reactive elements, symmetric loading

from utility point of view, isolation of working coil, compact dimensions and almost

uniform output voltage and temperature. It is proved by experimental setup.



Chapter 6

CONCLUSIONS

6.1 General

This thesis has addressed modulation techniques for IDH system, mathematical model of

heating for conducting and non-conducting material, simulation results and experimental

verification for induction dielectric heating system. The main contribution of the thesis

includes the development of,

• A symmetrical space vector modulation pattern, to reduce Total Harmonic Distortion

(THD) without increasing the switching losses. The design and implementations of

a 3 phase PWM inverter for 3 phase IDH to control temperature using space vector

modulation (SVM) as described in Chapter 2,

• A mathematical model of IDH for obtaining a reflection coefficient, transmission coeffi-

cient and electromagnetic wave properties for the work-piece, as descried in Chapter

3,

• An induction dielectric heating device with high frequency transformer structure has

been developed. Comparison of results of proposed circuit has been carried out both

by mathematical analysis and simulation and is described in Chapter 4 and

• An induction dielectric heating experimental control structure has been developed.

The IDH concepts and their advantages are discussed in Chapter 5.

The Objective of this concluding chapter is to highlight the main finding of the work

carried out in this thesis and provide suggestions for further research work in this area.

138



CHAPTER 6. CONCLUSIONS 139

Some of the main findings are given below.

6.2 Summary of Important Findings

In chapter 2 design and implementation of a 3-phase pulse width modulation for three

phase induction dielectric heating has been described. The system has been used to control

temperature using symmetrical space vector modulation and the effect on temperature of

frequency. The mathematical model has been developed and it has been simulated using

Matlab.

The main finding of this chapter reveals following:

1. Space vector modulation requires only a reference space vector to generate three

phase sine wave.

2. The amplitude and frequency of load voltage can be varied by controlling the refer-

ence space vector.

3. The algorithm proposed is flexible and suitable for advanced vector control.

4. The strategy of the switching minimizes the distortion of load current as well as loss

due to optimum number of commutations in the inverter.

5. The effectiveness of the SVM to reduce the switching power losses reduction has

been proved.

6. SVM is among one of the best solutions to achieve good voltage transfer and reduce

harmonic distortion in the output of three phase inverter for IDH.

7. SVM provides excellent output performance, optimized efficiency and high reliability

compared to similar three phase inverter with conventional pulse width modulations.

Chapter 3 has been devoted to mathematical model for obtaining a reflection coef-

ficient, transmission coefficient and electromagnetic wave properties for the work-piece

contribution to the impedance of a given IDH system. This is intended to assess how

work-piece is linked to the excitation loop and to find out conditions where the eddy

current or displacement current occurrence is enhanced. Empirical rules already known

by IDH practitioners have been proved and the finding can be extrapolated to design



CHAPTER 6. CONCLUSIONS 140

new possibilities. The proposed approach has been validated using MATLAB and FEM

software.

The main finding of this chapter reveals following:

1. As frequency increases, the current becomes concentrated along the outer surface of

the object.

2. The electromagnetic shield may be necessary to prevent waves from radiating out of

the shielded volume or to prevent waves from penetrating into the shielded volume.

3. Attenuation constant, phase constant and propagation constant increases with in-

crease in frequency in conducting material and non-conducting material.

4. Intrinsic impedance increases with increase in frequency in conducting material and

is remaining constant with increase in frequency for non-conducting material.

5. Velocity of propagation and intrinsic impedance of conducting material exponen-

tially increases with increase in frequency and reactive component of conducting

material remains constant at 450.

6. Velocity of propagation and intrinsic impedance of non-conducting material remains

constant with increase in frequency and reactive component of non-conducting ma-

terial is small.

In chapter 4 an induction dielectric heating device with high frequency transformer

structure has been described. Comparison of proposed circuit has been carried out both

by mathematical analysis and by simulation. The result shows that value of power factor

obtained is unity. Flexibility aspects of switching transformer leads to several advantages

such as unity power factor without using any reactive element, symmetric loading from

utility point of view, isolation of working coil, compact dimensions and almost uniform

sinusoidal output.

Additionally, this topology can provide any voltage level conversion ability, which

leads to desired power even at low input voltage levels. Furthermore, proposed topology

provides maximum output power and reduced THD utilization. This requires compara-

tively smaller size of matching filter coil which work suitably with auto tuning switching

frequency controller.
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An induction dielectric heating experimental control structure has been described in

chapter 5.

The main finding of this chapter reveals following:

1. This experiment demonstrated the ability of voltage level conversion ability, which

leads to desired power even at low input voltage levels.

2. As frequency increases, the current becomes concentrated along the outer surface of

the object.

3. The frequency of load can be varied by encoder.

4. The proposed algorithm is flexible and suitable for advanced vector control.

5. The strategy of the switching minimizes the distortion of load current as well as loss

due to minimization commutations in the inverter.

6. Experimental technique of Induction Dielectric Heating (IDH) has been developed

using micro controller.

7. The effectiveness of the SVM in the contribution in the switching power losses

reduction has been demonstrated by performing an experiment.

8. SVM is one of the best solutions to achieve good voltage transfer.

9. It also provides excellent output performance optimized efficiency and high reliabil-

ity compared to similar three phase inverter with conventional pulse width modu-

lations.

10. Flexibility aspects of switching transformer leads to several advantages such as

nearly unity power factor without using any reactive elements, symmetric loading

from utility point of view, isolation of working coil, compact dimensions and almost

uniform output voltage and temperature. It is proved by experimental setup.

6.3 Scope for Further Research

Consequent to investigations carried out in thesis, the following aspects are being sug-

gested as future work to be carried out.
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1. By using different modulation techniques, the effect on performance like efficiency,

rate of heating and most efficient production equipment can be made.

2. With the use of IDH method adopted, the characteristic behaviour of metal or food

on rate of heating can be analyzed.

3. Three phase induction dielectric melting can be investigated.

4. In chapter 5, an open loop approach was used for IDH system. It can be extended

for a close loop approach.

5. The feasibility of use of IDH in place of microwave oven can be investigated.
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