
CHAPTER 7
A CLT WHEN SUMMANDS COME RANDOMLY FROM r POPULATIONS

7.1 INTRODUCTION AND STATEMENT OF THE MAIN RESULT:
Let {Xn} be a sequence of mutually independent r.v.s 

with respective d.f.s {Gn}, all of which belong to the 

domain of normal attraction of a symmetric stable law G 
with index a, 0< as 2. Suppose further that at most r of 
the d.f.s. {Gn} are distinct i.e. Gn e (Fl, F2, ... , 
Fr}.

Without loss of generality assume that EX^ =0, i = 

1, 2, ... whenever it exists.

For each n, let Tj (n) be the number of r.v.s among 
Xf, X2, ... , Xn which have Fj as their d.f.

Suppose that Tj (n), for fixed j, is a r.v. possibly 

depending upon {xn}.
If Xj (n) , j = 1, 2, ... ,r are constants dependent

on n, Sreehari (1970) and IMason (1970) have proved that

P{Sns xBn} G(x) , as n ^ co,

1 i/a
with Bn = I Cf (Xj (n) ) Here Cj(n) is proportional

j=i

1/CCto n , the constant of proportionality changing with j.
In this chapter, we permit Xj(n), j =1, 2, ... , r,

to be r.v.s satisfying the condition:
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For j =1, 2, ... , r, tj (n) /n Nj in

P(Nj > 0) = 1.
We prove the following theorem.

y \v

probability ;Lwhere 
\

c,//

Theorem 7.1.1: Under the assumptions of this section,

P{sn^ xv (n) } ^ G(x), as n -» where v (n) is given by

va (n) = E Cj (xj (n) ) .
j=i

<

The proof of the theorem is given in Section 7.3. Section 
7.2 is devoted to some preliminary results required for 

the proof of the theorems.

Remark 7.1.1: We are not assuming xj's to be independent 
of {Xn}.

7.2 PRELIMINARY RESULTS:
For A, B e F, denote the conditional probability of 

A given B by P{A|B) . If P(B) = 0, then we use the
convention P(A|B) = P(A).

Definition 7.2.1: A sequence {An} of events is said to be 

P-mixing if lim^ ^ m [P (An| A)-P (An) ] = 0 for every A e F.

Definition 7.2.2: Let £{t) be an independent separable 
homogeneous process with independent increments defined 
on [0,1] such that £(0) =0 and £{t)
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(i) is stochastically continuous on the right,
(ii) has at most a denumerable number of discontinuities, 

all of the first kind, and
(iii) is defined by E [exp{iu£ (t) }] = exp{-te|u|a}, 0< as

2, e> o.
Then the process (£(t)} is called a symmetric stable 
process with exponent a.

Lemma 7.2.1 (Barndorff-INeilson Lemma):
Let {kn} and {mn} with kn< mn be two increasing sequences 
of positive integers with kn -» oo and let {An} be a 

sequence of events of F such that An depends only on , 
... , Xmn* Then An is P-mixing.

Whenever the observations do not come randomly from 
r populations (i.e. Xj (n) are not r.v.s ) but positive

rinteger valued functions of n such that £ Xj (n) = n, thenj=i J
Xj (n) will be, in the remaining part of this section, 
denoted by tj(n), j =1, 2, ... , r.
Let us define i{ia {n) = F C? it^ (n! ) , £ t-; (n) = n.

j=i J J j=i J

Lemma 7.2.2: The sequence {An} defined by An = {Sn^
x^(n)} is P-mixing.

Proof: Let e> 0 be an arbitrary constant and let A be any 
event of F.

Define En = {IS [log (n) ] i > e^(n)}, where [x] is n if n=s x< 
n+1.
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Denote Sn = P(En|A).

Writing P[Sns x^(n)|A]

= PtSn-S[i0g(n)]+S[i0g(n)]S x^(n)|A]

and intersecting with the event En we get after usual 
manipulations

PtSn-S[log(n)]- (x-e) # (n) |A] - Sn 

s P[Sn^ xtf(n) |A]

s P[Sn-S[iog(n)]* (x+e)$(n)IA] + 5n. ...(7.2.1)

Note that 5n = P(En|A)

= P [ IS [iog(n) ] I > e (\ti (n) /ill (log (n) ) ) ij) (log (n) ) ] /P (A) -> 0,

because yMn)/^(log n) -> <» as n -» oo.
Similarly, it can be proved that

P [Sn-S (log (n) ] - (x-e)tf(n)] - 8^ 

s P [Sns xij) (n) ]

s P[Sn-S[i0g(n)js (x+e)$(n)] + S^, ...(7.2.2)
*where Sn = P(En).

Inequalities (7.2.1) and (7.2.2) imply that 

P[Sn-S[log(n)]- <x-e)tf(n)|A]

- p[sn-s(log(n)]s (x+e)tf(n)) - 5n " 5n 

s P[Sns x$(n)|A] - P[Sns x^ (n) ]
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£ P[Sn-S [iog(n) ]=s (x+e) $ (n) |A]

- PtSn-Sjiogdi)]5 (x-e)0(n)] +Sn+<5*. ...(7,2.3)

Note that in view of Lemma 7.2.1, the limit of the first 

term of the inequality (7.2.3), after adding and 

subtracting the term P [Sn-S[log(n)]- (x-e)^(n)], will be 

bounded below by G(x-2e) - G(x+2e), whereas the limit of 

the third term of the inequality (7.2.3), after adding 

and subtracting the term P [Sn-S [log (n) ] - (x+e)#(n)], will 

be bounded above by G(x+2e) - G(x-2e), and hence as n

oo, we get

~[G(x+2e) - G(x-2e)]

- limn -> oo {P [Sn- x^(n)|A] - P [Sn^ xtfr(n)]}

£ [G(x+2e) - G(x-2e)].

Now, allowing e -» 0, we have the result that 

limn ra {P[Sns x$(n)|A] - P [Sn^ x$(n)]} = 0 

which proves the lemma.□

Lemma 7.2.3: Let H(x) = P{ sup l£(ta)M x} . Then lim
OStSl n

P[ max IS-; I — xBn] = H(x) for an appropriately chosen00 j £n J

normalizing sequence of positive constants Bn.

Remark 7.2.1: This lemma is due to Sreehari (1970, 
Theorem 5.2) and hence the proof is omitted.
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7.3 PROOF OF THE THEOREM:
We shall prove the theorem for r = 2; for r> 2, the 

proof is analogous.

Let k be a positive integer to be chosen later 

appropriately. For convenience we shall denote N]_ by N so 

that N2 = 1-N.

Let us denote for a positive integer k,

Bi = { (i/k) < Ns (i+D/k}, i = 0, 1, 2, ... , k-1;

Dn,k = {I(ti(n)/n)-N|< (l/k)}, 

ua (n) = c“(t1(n))+c“(r2(n)),

Ji(n) = P[{Sns xu (n) } n Dnjk n B-jJ , i = 1, 2, ... , k-2; 

7)n = P[{Sns xu (n) } n n {N> (k-1) /k}] ,

?n = Pt{Sns xu(n)} n Dn/k n {Ns l/k}],

€n = pC{sn* n DA,kl »

where Dn(k is the complement of Dn ^ in Q.

We have
k-lP [Sns XU(n)] = €n + *n + ^n +1?1Ji(n^ • ...(7.3.1)

For fixed i, define 

“ni = [n(i-1)/k] ,

Pni = [n(i+2)/k],
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®ni ~ n-anj_,

5ni = n_0ni'

ui(n,i) = cf(ani) + C2(Sni), 

u2 (n< i) = Cf (/3ni) + Cf (©ni) .

On the event {Bj_ n Dn/k}, i>i(n,i) ^ v (n) s f2 (n,i) a.s.

We first prove the theorem in the case x=s 0; when x< 
0 the steps will be exactly similar.
Let

Ci,i(n) = P[{Sns xu^n,!)} n Dn;k n B±],

C2(i(n) = P[{Sns xu2(n,i)} n Dnfk n Bj_].

Then,-note that

cl,i^n> * pUsn^ xu(n) } n Dn?k n B±] s C2ji(n) .

...(7.3.2)

Further,

C2,i(n)

= P [ {Sn:s xu2 (n, i) }nDn> knBj_]

25 P[{Sj O- +S2 Q - max Sj ,-Si aI,pnl «2.cnl <,<0 1>Pranl“ J-Pni

- max |S2>J-S2>8ni|s x^2(n,i) }nDn>knBj
°nl~ J ~unl

(7.3.3)
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Let

v2,n,i = { max ISlfJ-Slfp i> cv2(n,i) }
ani“ J -Pni

w2,n,i = L max IS2fj-S2>0 !> ev2(n,i)}.
dnl- j -Onl

Then, using elementary results in probability, we get 

from (7.3.3) ,

C2(i(n)

- p £{si,/3nl+s2,enl- (x+2e)i/2(n,i) } n B,]

+ P(V2,nfi n Bi)+ P(W2/n/i n Bi) .

Now using Lemmas 7.2.1, 7.2.2 and 7.2.3, we get from 

(7.3.1),

limsup P [Sn^ xi/ (n) ]
n —^ oo

k~ 2=£ £ P (Bj_) -j limsup P t{si,(3ni+S2,eni:S (x+2e) v2 (n, i) } ]

+ limsup P (V2 , n, i) +limsup P(W2,n,i)^

+ P{Ns (l/k)} + P{N> (k-1)/k}

k - 2^ ^P(Bi)-(G(x+2e)+2{l-H( (e (k+3) /3)1/a) } }

+ P{NS (l/k)} + P{N> (k-l)/k}

S G (x+2e) , ... (7.3.4).

by letting k -» a> because H is a proper d.f.
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Now consider,
k-2 k-2ZC1/i(n) = E P[{Sni xu^n,!)} n Dnjk n Bi]
1 = 1

k-2

1 = 1

“ ^ P [ {Si,a'n.+S2,5ni+ max *si,j si,
1 = 1 « nlsJs0nl ani

*■ max |S2 ,-S2 3 Is xv, (n, i) JoBj-P (Dn k) 
5nl~ J ~®nl n‘

k-2
Z 1 

1 = 1
.2 P (Bi) i P t {Sliani+S2t5nis (x-2e) ^ (n, i) } |Bt]

- P(V2,n,ilBi)- P(W2,n,ilBi) hP(DA,k) - 

where

vl,n,i = { max ISX j-S10t |> ei>i(n,i)}, 
amSj<Pni nl

wl,n,i = L max lS2>j-S2ta |> cvxln.i)).
onl- j-«ni

By using Lemmas 7.2.1, 7.2.2 and 7.2.3, we get from 

(7.3.i),

liminf P[Sns xv (n)]n -> tx) aa

k-2a S^P (Bi) •{ liminf P [{SliC(ni+S2(5nis (x-2e) vx (n, i) }]

- limsup P£V1>n>i) - limsup P(W1>nfi)}- - limsupP (D^ k)

- P{Ns (i/k)} - P{N> (k-1)/k}

i KZ2P (Bi) [G(x-2c) -2 {1-H ( (e (k-3) /3)1/0£) }]
1-1

- P {Ns (i/k)} - P{N> (k-1)/k}

— G (x—2c) , by letting k-»m. ...(7.3.5)

The required result now follows from (7.3.4) and 

(7.3.5) on allowing c -> O.o
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7.4 CONCLUDING REMARKS:
Remark 7.4.1: It is well known that the limit
distribution of normalized sums Sn of independent r.v.s 
Xlt X2, ... , Xn with Xn - Gn e {Fj_, F2}, Fj_ belonging to

the domain of normal attraction of a stable law with 
index i = 1, 2 with a^< 0C2> neeci not always exists.
Also it is known from the Theorem 4.1 of Sreehari (1970) 
that this limit distribution exists iff limn 
co{C2 (T2) /Ci (xi) } = \> 0 exists and is finite.

If we assume that the limit distribution of 
normalized sums Sn exists, then an analog of Theorem 7.1 
in this set up becomes:

Theorem 7.4.1: Under the assumption that {C2(T2)/Ci(r^) } 
-» p A>0, exists and is finite, as n -> «, ve have 

P{Sn^ xv (n) } -» G* (x) ,
vhere G*(x) denotes composition of the stable lavs with 

indices ct]_ and

The proof of this theorem is on the lines of the 
proof of Theorem 7.1 with slight modifications and hence 
it is omitted.
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Remark 7.4.2: In both the theorems, restriction on the 
d.f.s to be in the domain of normal attraction of stable 
law(s) is due to the fact that Lemma 7.2.3 holds only for 
distributions in the domain of normal attraction of 
stable laws.

Remark 7.4.3: In the next chapter we shall obtain a local 
limit theorem version of the result proved in this 
chapter.
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