CHAPTER VI

ON THE ABSOLUTE SUMMABILITY (¢ , 1)
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The following theorem is due to Kennedyl).

THEOREM A:

If £(x) is of bounded variation and
f(x) € Iip £ 4y 0 < < £ 1, in gsome subinterval T,
then the series (L) converges absolutely.

We discuss, here, the absolubte summability
of the series (L) by assuming the only condition
on f(x) that the function is of bounded variation
in some subinterval I. We prove the following
theorems.

THEOREM 26:

If

n -n
(1) Ln L k-3, 8>,

and if f(x) is of bounded variation in some subinterval
I, then the series (L) and (Ll) are everywhere absolutely
summable (c , 1).
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(11) 35— < o,
k=1 nk

and (iiij £(x) is of bounded variation in
some subinterval I, then the series (L) and (I;)
are everywhere absolutely summable ﬂc , 1),
PROOF OF THEOREM 28:
If 61 are the arithmetic means of order n

of the series Su, , we have,

o SO+31+ ao-oo+ Sn

. Q
on = n +1 ?
and hence
Uq + 20t se..otnuy,
1 2
(2) pnp - On-1 = .

n{n+1l)

In the case of the lacunary series, where in
calculating Fejér sums, it 1is necessary to replace

the absent terms by zeros, we have,

(3) op,_- O -1 =
nk S nk(nk + l)

Here, it riay be observed that there are k terms
in the numerator of the right hand side of (3).

Now, we take,
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(ankcos nx + by, sin nkx) in case of

¢ -~ the series (L) and

i

(bnkcos nx = ap, sin nkx) in case of
the series (Iq).

The lacunarity condition (1) implies that
fy,q = B —>© and hence, by theorem A, chapter V,

we have

H

U C)(l/nk), and hence

fi

(4) My, o) .

Therefore, we have,
. " 2
(5) | o8y - Onp = 1] = Ol/m).

Now, under the lacunarity comdition (1), it can
be concluded that
(é) n, > ¢ k-log k y
where ¢ is an absclute constant.

This can be seen as follows.

From (1), we have

n -n_. > cqlog k s c, > 0,(k=1,243,...)3

and hence
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nk_>_n1 + < ggiog.p

} cq Jplog t dt

2

Sceklogk,c>0,(k=1,2,3.0..).
Using (5) and (6), we have,

| %y -~ o - 1] & —E—pm
R K log’k
where A is an a?gplute constant, and hence the
- On < -
convergence of k:J on n, 1| follows from the

2 1

convergence of O—"F—rp—
K52 & logk

-

This compietes the proof of the theorem.
PROOF OF THEOREM 27:

The condition (4) holds under the conditions
(i) and (iii) of this theorem. Using (5) and the

condition (ii) of this theorem, the econvergence of

il el

follows,



