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Content Based Image Retrieval (CBIR) — a challenging need of today, aims at
retrieving visually similar images from abundantly available / accessible images for a
given query image.

The thesis encompasses wide scope covering development of novel algorithms
for image segmentation, feature extraction & representation and image retrieval. A
challenging task of development, implementation and integration of various novel
algorithms to result intfo GUI based, selectable multimodal processing of single,
selectable query image for retrieval of similar images has been achieved successfully.
These novel algorithms include:

o Edges and prominent boundaries detection

o Foreground separation

o Image retrieval based on

Color codes feature of entire image

Foreground color codes feature

Foreground shape correlation

Combination of foreground color codes feature and shape correlation
Extracted face region from images containing complex background for
retrieval similar face images

Proposed prominent boundaries detection and foreground separation algorithms
emphasize on ‘proper’ image segmentation, addressing a fundamental problem of
computer vision for meeting a prime requirement for a development of a generic CBIR.
Prominent boundaries, prominence measure, watershed algorithm with various levels of
Haar wavelet decompositions are effectively incorporated together for proper
segmentation and feature extraction by enforcing reliable processing of low level cues
for avoiding breaks as well as under segmentation by utilizing continuity preserving, well
localized visually prominent boundaries for foreground — background separation. The
problem of over segmentation is addressed by compositely considering proximity

influence and watershed algorithm.
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The edge detection method bosed on candidate boundaries and proximity
influence of all four channels detects well localized and delineated perceptually
significant edges. The edge detection réspénse of proposed method outperforms edge
responses of ACD Photo Editor, MS Photo Editor dnd Adobe Photoshop. Quantitative
analysis & qomparisons of edge'responses show better performance measure {F-
measure) for the proposed method.

The prominenf boundaries detection resulfs, segmentdﬁon results dnd foreground -
extraction results have been quadlitatively- compared with (i) Human segmented images
of standard ddfcbase‘BSDB [Fowlkes, on line] [Martin, 2001] and (i) with results of JSEG
[Deng. on line] [Deng, 2001] for‘fhe effect of texture & illumihoﬁon variations on
segmentation and suitability of the algorithms for foreground ~ background separation.
Quantitative analysis yielding high performonce measures for extracted foreground with
respect to ground truth foreground has been presented to endorse effectiveness of the
method. _ | )
Proposed imoge retfrieval approachesvfoibw two streams of techniques for
achieving a theme - “Relaxed feature description for better Recall and simultaneous
emphasizing of reliable processing of cues leading fo precise feature extraction for
better Precision”. The first stream of technique for image comparison is based on color.
distribution wherein RGB colors are represented by proposed innovative &
computationally efficient broad color descriptors called color codes. The technique is
suitable for finding near similar images intended for achieving higher Recall. The second
technique emphasizes reliable processing of low level cues for precise and well
locadlized préminen'r boundaries detection, eventually leading to foreground extraction.
The extracted foreground is compared on basis of shape correlation and foreground
color codes for similar image retrieval. Moreover, a composite approach consisting of
_ foreground shape and foreground color codes provides selectable proportion of
weights in composite similarity measures to enable users to match the need based on
category & .perception for a query image. The exclusion of background and
corresponding features supports object based search for image retrieval. ‘The
foreground detection based fdce extraction method and similar face image retrieval
from the image containing compiex background has been presented as an

application specific CBIR, illustrating effectiveness of various proposed dlgorithms.

Vi
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Proposed user selectable imogé retrieval algorithms facilitate user to map needs

& choice for bridging semantic gap, to meet subjectivity of perception & challenges

offered by image diversities. The query response analysis and perférmance measures —

Precision, Recall & F measures cléng with P - R cur;/es carried out for various algorithms
show effectiveness of the algorithms, indicating higher Precision at higher Recall.

~ The developed algorithms have been tested on diversified images of various

standard image databases, indicative of a step forward on the rocd-rhab of continuous

& endless technical evolution towards a perfect & versatile CBIR ...

Vil



List Of AIGOHTRMS ...........oieeeeeeeeiieicccrccrcrirrreeeeeeetss e rnasareereseeeesessessssesssssasssensasssenaen X

List Of FIQUIES .....uvveiiiiieeriiiiiineeieiieissineeesssesssnesessssnnensssssnsneasssssssssnnssassssssnassssssnnasssssssns Xiv
List Of TADIES ......ucovnueiiniiiiiiiiiitiicitiitittennrietc sttt sae st s br s ae s ne e XiX
List Of ADDIevidlions .........c..cciiiiiiriiiiiiiiniiiinccncnescnieeetsesssintessesssssnseessssensssssonas XXI
IR {7 {e T [1 T o3 1o Y s IO O N 1
1.1 Content Based Image Retrieval (CBIR)........ccceiri i, 1
1.2 APPHCAHON AT@QAS......ccceeieiirtceeer ettt raersa s sesesessossaessssssesss siseessansssssssosons 3
1.3 Need & Motivation............cccciiii s 4
1.4 CBIR SYSIEmM MOAUIES ...t ce e ete e e e re s eee s e sessssasbsbbessasesnes 4
1.5 CRAIIENGES ........oeveiree ettt ettt et s st s bass s st e s sesasbes s s s sbntse s essbanes 5
1.6 IMAQGE FEAIUIES...... ..ttt s sa s e s e e s s ae 6
1.7 Various APPIrOGCRES .........ciiiiiereicreeae et cstierrte e sir s s s e seses s e ssbbtsbsasesseessens 7
1.8 CBIR SYSIOIMIS ....eereieiieriieie e ctetes sestrre s e e s nessteesse e eetes s essosssbasssossrantessosnbens 7
1.9 SCOPE OF the WOTK ...ttt et te e e enes s e sesbassta s ebantssessons 8
1.10 Overview of the Work & Organization of the Thesis .........c.cccciiiiinininiiiinnnniiinnnn. 8
1.1T  Image Datab@ses.......oeeeeeiiieiiiieciieiei ettt s ser s s aes s s se s enn 12
1.12 Specifications of the Developed CBIR System..........cccccvvvvniiniciinniiniiiiiinieninnnn, 13
1.13  Concluding REMAIK .........ooiviiiimiieiiiiiici et reee et e raaa e 14
2. CBIR Algorithms & CBIR Systems-Review & Analysis........c.ccceveeeiirinrnencicnnnnnens 15
2.1 INrOAUCTHION.....c.iriiiiiiittt s 15
2.2 Research & Publication Trend Analysis........cccovveemremeeiericiiniiiiiiniiiiniineinneeee 15
2.3 Eminent Contributor’s Point of View on CBIR ..........coceiviriniiiniiiniiiiiiceeiecnns 17
24 Query Response Analysis of Some of the Existing CBIR Systems.........c.ccoevneeenn. 18



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval A!gon’fhms

25
2.6  CBIR and Related TEChNIQUES .........cccccurrrmmeesmnsesmsrssmnsssnsssnsssssssssesssssssssssns erreeens 20
2.7  CBIR Systems................. S rettereberteratesabesetareseressebensbenesaennassrsesenenn veversseserenenes 28
2.8 Our Observations................. eereersessesratetestesneetestesssensesseesnant aneressasenses ererenerareeseenseens 29
2,9  Our Approaches.................. reretestssrbesesbtsasssesssasaesstessesnaisssseaes sestsentaurasnsnssnsnans ananss 31
2.10 DiSCUSSION......c.comrrrrerrinitnnesencscnseresnsens ise3Aussanasssaresnesansasarssnsss asterrausnranesnsancasannan 32
211 Concluding Remark............... cerersteesssestssanesanianeeressassrnssnnsrarenes prsistasestenesassesesseaes 33
3. TeChniCal BACKGIOUNG............ccireeisiviernnesessisnisssssessssessssessesssessersssssnessossssanss 34
3.1 INOAUCHON.....ce e ceseaens ceessrassstrereneaesaraean 34
3.2  Signal Analysis............. seresssssasnsesees Cessnsessertsotsrtacentasasernssssssrsesaes cerressterenesnsnsrarsasnasens 34
3.2.1 Typesof MotherWavelets ... et sttt s 35
3.22 Exumple - Mother Wavelets & Scaling FUNCHONS ..o, 35
3.2.3 Continuous Wavelet Transform ..............ccccovevmeerevnrennen. Herrraetantasatea e eber it esveas e sereas e s seseates 38
3.24 Discrete Wavelet Transform (DWT) & Stationary Wavelet Transform (SWT) .................... 39
3.3  CBIR Performance Measures............. Cereeesesasaasebareaerantiesseseatorhantes SRR #]
3.3.1 Precision ............................................................................... 42
332 RECAMN ... s s e e 42
Bi3.3 P m RCUIVES ...ttt tes s b et ar s sessnss s s ass s s sas s sa s b b ss s vab s bes e sbsera b earssansasssasanes 43
BoBid  F o MBASUIE ...ttt csssve s s er s s e e sa s s s s sttt e bs e see et bes st b onensnsassanssnsans 44
3.4 Watershed Regions and Issues........cc......... iesserssssersassssaressansense crerseas revenseraarennns -
3.5 - Concluding Remark..........ccvcereeerrnereecinnenne cesrtssessaneesatsssssnsans rertesenrerensansasennraseanas 45
4. Edges & Prominent Boundaries Detection............ccucveeressnersans R— |
4.1 Intfroduction........ erisrassresss st esasassinesssenetaen ressateesenesssssassssansassssnns cereussssasstnsesnrse .46
411 KeY TEIMINOIOGIES ..........coooveeeeeveet ettt ssess st ses s s e sbsess s eesass b abess s es b st srssnnans 46
. 42  Block Diagram - Edges and Prominent Boundaries Detection...........ccouveeuneece 47
4.3 Edge Detection....................... Creteesehsereeeessiseeasasertteeeaseennrnnaree e besSeEseenREstaasserastses 48
43T THEMETROU ...t srar e se s s ss et s s st an st s sesnse e saaresaranns 49
4.3.2 Slep-wise Resulls of the Method................ococio st scarasasnens 52
- 433 Results - Edge Response COMPANISONS .........cooocuniriiinrimmmmssmssisssrinssssesssmsssereesssnsesss 39
T 434 DISCUSSION .......oou. e cess s ases s aas e st sasestsssssssnssssns v s st esn s sreans 61

Overview of CBIR Surveys................ cerresrrerenssesssnans ereeeeenesteessnens treeeesreeenns veoreesunens 19




Evaluation, Enhancement, Development & Implementation of Confent Based Image Refrieval Algorifhms

44 Prominent Boundaries Detection....... tererrecerssesnreesesesssarrassessasanneanesssrnnee eereerreessenane 62
BAT  TREMEINOU ...ttt ste st et s ae b e s ebssevsaire s et s sranteresvesr et arseannsaeneas 64
QA2 RESUIS ...ttt sttt s st st en st ettt n s et p e thtetan e e e et ne e nnates 66
4.4.3 ° DiscusSioN .........ccooovenenn... et et oo r e e s e e e et st et e e st e eeeereneren 74

4.5 Concluding Remark...........iceueenee cereeseresainsreataas O ceenesene crressanesannbesanes 75

5. Foreground Objects Detection & Background Separation ..............e.erseress 76

51  Infroduction........couceecrmmeineenns st sbas sensas s eras et e ot ssesesrassrassasesenes 76
52  The Method .......ccuvrecceieernrerreeenissssessenensnens rrerermeresseersasstessseans verveseasssssensnsassees 17
53  ReSUMS....covvrveveericecreeeerecenesnenesanne rrererrenensrsbensserensenenes Seesesssassassessessenensnnsssssnssnansas 79
5.3.1 Slep-wise Resulls of the Method..............ccovieen e b cas st evsneenss 79
5.3.2 Quulitaﬁve COMPIISONS .........oooveeeerrevtirecret e e arsieresesesessesassssenesssresssesesstssssasas sersassassssssassasas 82

5.33 Qualitative Result-comparisons: Proposed Method, JSEG & Human Segmented

Images of BSDB [Martin, 2001] [Fowlkes,l ONTINE]..coeoiiic e reev e sns e en 99

5.4  Discussion.........ccoveririiisennencnn ebetreasescstrasesstrsaneneseesresnnsnsanse ....... 106
5.5 Concluding Remark................... R tersessrsseanstrnesanesaaens 107
6. lmdge REIH@VAI c.....cceeeeeveeenrirrnnnenncioiisnneenecissssnsesssssssssssessossannsssssscasassssesssasnssase ] 08
6.1 INIrOAUCHON......cc ittt s ssessssesensessnnes cesssnrnesssnresssessasrasers 108
6.2 Image Feaiures ...... tertereessreesessaeanserasssscenssssansanssssssassas 10T

6.3 _ SIMPLIcily Image Database [Wang, 2001] [SIMPLIcity, on line] - Classes &

Characteristics......cccccveeeeeenns reeveresssensessesissiossaatesesesaraesneennnn eveasstsennatnasonssressassnssnsas 113

64 ALOI Image Database [ALOL, on line] [Geusebroek, 2001] .........cccocoscrucuurcans. 15
6.5 Proposed Techniques.................. cevrseesararesesseniesntesassesaessansaene eeessereeressrasssnsasessasess 115
6.6 Whole Image Color Codes Based CBIR............orriirnivecncrrnnnnn. seasnsveinens 116
6.6.1 Performance Evaluation...................... e e e et e e e 117 -
8.6.1.1  QUEIY IMAQE CIASS: BUS ......occooeceeecreoecvese e sseeneesseesssessessssssssssssassessnessansssansees 117
6.6.1.2 Query Image Response Examples: Class = BUS.................covvinercrnnrisrsonsnniessrenses 121
6.6.1.3 QueryIimage Class: HOISE..........ccc.virercnmn e e consesesesisesmssssssssssssssassesnens 123
6.6.1.4 Query Image Response Examples: Class - Horse.............vecnn s 126
6.6.1.5 Query image Class - FIOWET ... eensessrensesesissssssssasnies 130
6.6.1.6 Query Image Response Example: Class — FIOWer..........corvivenncininninn 135



Evaluation, Enhancement, Developmém‘ & Implementation of Content Boseo’ Image Retrieval Algon'thms

6.6.1.7  Query Image Class - Dinosaur.......... [ O 136
6.6.1.8 Query Image Response Example: Class - Dinosaur............... ereetene s et et enerseanraraas 139
6.6.1.9 Query Image Response Examples: Other Classes ............... vttt ereserar s e arreranees 140
6.2 DISCUSSION weroore el eeseresesees s ssese e seess s st ess s esse s s s srs s 146
6.7  Foreground Color Codes Based CBIR.............cco.ceemermerimnssensnsrissessssenssnssnssssanses 146
6.7.1 Performance Evaluation ... et e en e r e e st en e e n s 147
6714 QUETY IMAGE CIASS: BUS ... s ssoe oo et 147 .
6.7.1.2 Query Response Example: Class - BUS . 151
6.7.1.3 - Query Image Class - Flower ..................... ettt et er st nrereene et eeeeees s et 153
6.7.1.4 Query Response Example: Class - Ffower ............................. treereeer oo erastenesenis 157
6.7.2 Discussion ............cc..... et er e e et e e e e et st 158
6.8  Foreground Shape Correlation Based CBIR............cccceverveeennnnne eoreessnreeenasesannestase 159
6.8.2 Performance EVAIUGHON ..o rssae i ese sesnssen st nes e enne 159
6.8.2.1 Query Response EXample ...........ccooocveeeveormrereeneionnss rereeseserteeseretereatree s eraraete seevesen 162
6.8.3 Discussion ...........ccvveiveniicnecnencns bbb bbb bbb bt RN 164
6.9 Foreground Color Codes & Foreground Shape Based CBIR..........ccoccevriennrrannes 164
6.9.1 Performance Evaluation ...t enecsen s st easeseen 165 |
6.9.1.1  QuETY RESPONSE EXAMPIES: ...........coooovoeer et ssssssssssssesensssransens 167
6.9.2 DISCUSSION ...ttt et sttt ettt s e s aas o sees o snt et sessaeaseas sessbossansrenas e 170
6.100 Comparisons - Query Responses of Various Algorithms..........cccoccirininiiinsnenea 170
6.10.1 Example 1 - SIMPLIcity image database [Wang, 2001] [SIMPLIcity, on line].......... 170
16.10.2 Example 2 - ALOl image database [ALOI, on line] [Geusebroek, 2001].................. 173
6.10.3 © DISCUSSION ..ottt ts s et s s s e vs s ass bt 178
6.11  Application Specific CBIR - Similar Face Image Retrieval.............. rerrressensarensens 179
6.11.1 Face Extraction from Images Containing Complex Background ..............c.ccce.c... 179
6.11.1.1 TREMEINOM ...ttt ses s s s s tes s re e v sesasaaen 181
BIT02  RESUMS ..o o et 181
6.11.1.3 DISCUSSION ...t bbb st b 182
6.11.2 ~ Similar Face Image RetrieVal.............ieceeeee et ns e sensses e sens 187 -
6.11.2.1  Performance EVAIUGHON...........o.coovceii et ssssessenssesesesanens 188
6.11.2.2 .Query RESPONSE EXAMPI. ... eretesnesaraes s ennssss s ssans st sssnasssene 190
6.11.23 Discussion A 190
6.12 Performance Comparisons with other CBIR Techniques.........cceccevvccrcreccenscenneens 190
6.13 CONCIUAING REMAIK ....vvvrvrvvvessresssssnssssssmssssssssassssassssessssesssinsssssssssssssssssssssssssseseens 192



Evaluation, Enhancement, Development & Implementation of Content Based image Refrieval Algon‘fhms :

7. Conclusions & Future Enhancémenfs ..... peereernns verersssesssssasareanseaeee vecereesssessensess 193

7.1 CONCIUSIONS...c.ooeieeiesecsescae s iee e esersssssssssssoes eevsesearaens cersrrensesesrasssasasasaes 193

72 LMHGHONS. .o oo S S e e 196

7.3 Future Enhancements.........coueuceeeeeenvesrssennns eestastaeetstasssesinseetaesetssasssnesasses 196
74 - CONCIUAING REMAIK ..o reseeerrseseesesseesssssseesssesssene RS [ 4

RETOIONCES ..oevreereerciiirireinnintrciesessensusesestessassenssesssessasssssssssssessensosssssersssasasssssssnsnansasse | 7O

Annexure 1 - Publicafions....... ereeseeesssasesesstsesesnatecensessessesessrnsssesssssssossssnssanssasanssosnsass 207

Annexure 2 - GUI & Description- A cereresesenssisersseaesesensassensassaseseresarese 208
A-2.1 Graphical User Interface..........cccceeververvirereccrrecrcnnenns .................... cereenee 208
A-2.2 Component Description........cccueciiiniccinnniicsecnesaens S — voreenesenss 209

Annexure 3 ~ Resulfs: Miscellaneous.............ccvevreecnnnnnennne URR————e 4 k ]
A-3.1 Suitability of Proposed Methods for Character Reéogniﬂon; ......................... .7..213 '
A-3.2 Foreground Extraction - Tiger Images [Fowlkes, or line] [Martin, 2001]...........; 213
A-3.3 Query Response Examples-Tiger Images [Fowlkes, on line][Martin, 2001].......213
A.3.4 Face Extraction - Face Image BSDB IFdwlkes, on line] [Martin, 2001] ...... ereens 216

ANNEXUTE 4 ~ DiSHNCHVE ISSUES. .....covverirerereeiresseseassssssssssossesssasesesssssssssssasssssasssssssess 21 7

A-4.1 Search Engines - Google Image Search and vSearch..........cccccvereiearnnnae 4 ¥ 4
A-4.2 Quantitative Analysis & Comparisons of Edge Responseé ................... cereerenerenens 220
AB.2.1 DISCUSSION ..ottt rie et sse st st sn st st s sssessnasinb e s tassesabenstbsestssssebsesessbassnsossirasansocsas 224

A-4.3 Quantitative Analysis of Resulis of Proposed Method for Foreground

Extraction w. r. t. Ground Truth.........coveeieiecnnenns vosessrersesarasesnensnasasasssvansesrin SAN

A-4.3.1 DISCUSSION ... eaenns] SRR et et s b st sene 230
A-44 Color Codes..........uoeuiiienens creneesresrsseesansanres seeessnenesranesans vesressanessansesrsenenssnans e 230
A-4.4.1 Results - Color Code Based Segmentation.............misiennnnccnesensrsisirenss 230
A-4.5 Processing Time Analysis.........ccoerveemreeereeresrenessennns veererseeasnssneas st e e ranesasaarans vereennn 233

~A-4.5.1 DISCUSSION....occceeoceeeeeeeessssesersesserssoesesssses s esees s e s s s sesse s sessssssssssssssssons 236

XN



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

List of Algorithms

Algorithm 1. Edge detection and thinning ................................................................................................ 51
Algorithm 2. Prominent boundaries detectxon ....... e 64
Algorithm 3. Foreground objects detection & background separation. ........cccovmerimrcvrcnsiiniininicciine 79
Algorithm 4. Generic éteps for proposed image retrieval methods........cocoevinnnnne b, 116
Algorithm §. Whole tmage color codes based image TEATIEVAL. ....ooocveoassiecese s sessnssseresssssseenenessenes 1 i7
Algorithm 6. Foreground color codes based image retrieval. .........cco....... v SO U1
Algorithm 7. Foreground shape conelation based image retrieval. ..., 155
Algorithm 8. Foreground color codes & foregrdund shape based image retrieval. ........cccovniceinvenen. 165
Algorithm 9. Face extraction from images containing complex background. .......... ettt eraaens 181

XHi



Evaluation, Enhancement, Development & Implementation of Confent Based Image Refﬁevai.Aigorithms

List of Figures

Figure 1. Image search results for query - rose black a) Google b) N 1
Figure 2. Block diagram of a CBIR SYSEEIMLcoeotirissras st s 2
Figure 3. Detailed block diagram of a CBIR SYStEM. ........corveeeeemrierierierasreceensne et eeee et aosseren 2
Figure 4. Block diagram — Perspective of query image processing for proposed system. ....... erneeerereniane 9
Figure 5. Research Interest Trend Based. ......cccoeoieievvcnninmmncninincnerneenenceeneas e 16
Figure 6. Mother Wavelets and Corresponding Scaling FUnCHODS. ..........ovvuveriveriensiinsrsssen s, e 36
Figure 7. Shift and Scale Operation on Mother Wavelet [Ha, 0n line]. ......cc.oc.ocueverreeiremmereenmirnrerenssesenns 38
Figure 8. Block diagram for DWT. ......cceivivniiimnnrerecrcireesesirensissssnssssesnns eereuranete et na e renrre e 39
Figure 9. Wavelet - Multi-level DecOmPOSItION. ......cccocrrrieeriieiinenciininnereencetseseeresersesasesseserssnesssasens 40
Figure 10, Decomposition with Discrete Haar Wavelet and Discrete Stationary Haar Wavelet................ 41.
Figure 11. Ideal Precision — Recall Curve...................... SreenesT s e R en s sas bR SRS s e bR TR R A b ST 43
Figuare 12. Watershed Regions — ISSues........ccvuvenvenncnnnnns Senesensessensusessesssasaasans rraene e e rre e eataren 45
Figure 13. Correctly Labeled Regions without using watershed transform ... 45
Figure 14. Block Diagram — Edge and Prominent Boundaries DeteCtion. ........ccooeeurrrinrerernierernseseresncasens 48
Figure 15, Contour DEtECLION .. ...occicviusieeirenecerirerrnenrcrees s e s ssssrnses et et ss s ae e s sesssssensnesssenssesaenes 52
Figure 16. Processed Contours — Candidate boundaries.. ..........cccvrmrrmreerenenneerereneneseseseersesssssssossssanes 53
Figure 17. Binary Images: Edges from COntours.. ......o.cccoceeiiriveniecnimeennesreeresaeerenes bt eneans 54
FIUIe 18. EAEES........coouiiciiiiiiiiniiiininicec s eiesesesesesesesestssesssessenae s cessvassesasssesenssnesesesssesssesssensaesenessscnross 55
Figure 19. Edge Response COmPariSOn.......cc.currueemormorercmmeneerererereriesassisestesisnmesesesessassssssensnssessssesens 56
Figure 20. Edge Response COmMPAriSOn.. . ...ccccoeromeniermise e reccsssernssscerenne eerrreesee et e e n e nre e 59
Figure 21. Edge Response COMPATISOIL.. ....ocv.ureiereenrerrcermeretreecsserassssessessserssersasesssssssssssesssessssssrsssesssass 60
Figure 22. Prominent & non-prominent boundaries.............. e OOV 65
Figure 23. Comparison of human segmented image results with detected prominent boundaries............. 67
Figure 24. Prominent boundaries detection at different levels of Stationary Haar decompositions........... 69
Figure 25. Prominent boundaries detection results - Different categorical images..........c.ecerrnrrcniniines 70
Figure 26. Prominent boundaries detection results - Different categorical images.........coooueivmnnniniiiininns 70
\Figure 27, Prominém boundaries detection results - Different categorical images.........cocorveccereccneanennnn 71
Figure 28. Comparison of human segmented image results with detected prominent boundaries............. 72
Figure 29, Prominent boundaries detection results - images of PASCAL challenge 2008.. .......c.ccoe.... 73
Figure 30. Prominent boundaries detection results - Different categorical Images.. .....cceeeevererercernnnerene 74
Figure 31. Foreground‘ objects detection & background separation - Step-wise results — 1. ................. ... 80

X\



Evaluation, Enhancement, Development & Implementation of Content Based Image Refrieval Algorithms

Figure 32. Foreground objects detection & Background separation - Step-wise results —2.. ... 81
Figure 33. Watershed transform based segmentation without applying proposed method...........c.cccnneee. 84
Figure 34. Revealed fore ground objects & background, incorporating different levels of wavelet
decompositions. et Rt b e et et 85
Figure 35. Revealed fore ground objects & background for images with typical textures.. ..........cceouveuen. 86

Figure 36. Revealed foreground objects & background, incorporating stationary Haar wavelet
decompositions at Jevel 2. s 88
Figure 37. Revealed foreground objects & background, incorporating stationary Haar wavelet
decompositions at level 2.....ccconvrincnvcrnenncannne, e tereaerrerhreetteeneitetheraraoRtr e besh e e bese b e ressearaeanas 90
Figure 38. Result-comparison: Human segmented image with revealed foreground objects &
background, incorporating different levels of stationary Haar wavelet decompositions......... 92
Figure 39. Result-comparison: Human segmented image with revealed foreground objects &
bockground, incorporating different levels of stationary Haar wavelet decompositions......... 94
Figure 40. Result comparison: Human segmented images with revealed foregrouod objects &
background, incorporating stationary Haar wavelet decompositions at levels 2..................... 96

Figure 41. Result comparison: Human segmented images with revealed foreground objects & -

BACKEIOUNA. ..ottt st ettt b e enen e e an b et sr s e 97
Figure 42. Effect of illumination variations on segmentation / foreground extraction on object with

FINE AETAUS. ...ttt st ar e e e s e sa b e st bbbt ... 100
Figure 43. Effect of illumination variations on segmentation / foreground extraction on non-textured

object............ s bt aeens OSSOSO OO OO U OT TS SIOUP TSROSO 101
Figure 44. Comparison of Segmentation TeSUILS... ..vecvcvvcerieerreconrirsceiniseseressersnsensssnessseesssssssessssesssensess 102
Figilre 45. Comparison of Segmentation TESULS.. .....uvcceveariaricerrrrereresrentssessessereeseesesaeserrerssesessescssess 104
Figure 46, Comparison of SEZMENtation TESUIS.. .........c.urereriririveriressessiessesississiesssesseresesisassassssssssssesees 105
Figure 47. Block diagram - Feature EXITACHON. ... evveeoesercesvesossssseseasssnsessssesssesssssssssesessssssssnessssssssennne 110
Figure’48. Color - code based SEEMENLAtION. ..ccvrevirevtcrineimtiiniie et 113
Figure 49. Color — code based segmentation & regions corresponding to two color-codes. ........oenune. 113
Figure 50. ALOI sample images [ALO], on line] [Geusebroek, 2001].................. eveereeeteverressianeereeaannans 115
Figure 51. P- R curves (whole image color codes). Class - Bus........cccouee. et sttt 120

F igure 52. Average Precision, Average Recall, Average F — measures verses Similarity cut-offs

(Whole image color codes). Class — BUS. ..cvcieaerrioienenererereetireenseisnsesesseesieesessecessssmosens 120
Figure 53. Query reSponse of a bus image at similarity cut-off 60. ........cccocceeeeee et 121
Figure 54. Query response of a bus image at similarity cut-0ff 40. ...t 122
Figure 55. P- R curves (whole image color codes). Class- HOISE. ..o 125

'Figure 56. Average Precision, Average Recall, Average F — measures verses Similarity cut-offs

(Whole image color codes). Class — HOTSE. ..o i 125



Evaluation, Enhancement, Development & implementation of Content Based Image Refrievai Algorithms

Figure 57. Query response of a horse imagé at similarity cut-off 25, ..o 127
Figure 58. Query response of another horse image at similarity cut-off 70. ......oeiceicniniccnrieirn 130
Figure 59. P- R curves (whole image color codes). Class- FIOWET. ......ccouvccenienincnnniiciinsccneiiniies 133

k Figure 60. Average Precision, Average Recall, Average F — measures verses Similarity cut-offs

{Whole image color codes). Class — Flower. .................. et e et s b s 134
Figure 61. Query response of a flower image at similarity Cut-0ff 40........ccooevvimvriiiciininicicncneces 135
Figure 62. P- R curves (whole image color codes). Class- Dinosaut. ...............c.... feereei e e ... 138

Figure 63. Average Precision, Average Recall, Average F —measures verses Similarity cut-offs

(Whole image color codes). Class — Difosaur. .......c.cooveeeeerirererneseenss venterarerrererr e asensene 138
Figure 64. Query response of a dinosaur image at similarity cut-off 40. .......ccccoeveiiivnnnncininnen. 139
Figure 65. Query response of a sea-shore image at similatity Cut-0ff 60. .........oocevcverrrrrinreenrererssenneons 141
Figure 66. Query response of another sea-shore image at similarity cut-0ff 60.............coiviivcccennin 141
Figure 67. Qﬁery response of a sculpture image at similarity cut-off 60. ........ccccccovvnirniiiiinicinnn, 142
Figure 68. Query response of an elephant image at similarity cut-off 70. e e 142
Figure 69. Query response of another elephant image at similarity cut-0ff 60. ........ccooviorrernincncinnnnen. 143~
Figure 70. Query response of served food image at similarify cut-0ff 60. ... errvenaenen 143
Figure 71. Query response of an image of a tribal man with color painted on FACE. .uvrrrerrrreer s 144
Figure 72, P- R curves (whole image color codes). All queries for the method.........c..cccvevvnniicinnne. 145

Figure 73. Average Precision, Average Recall, Average F — measures verses Similarity cut-offs

(Whole image color codes). All queries for the method. ... 145

Figure 74. P- R curves (Foreground color codes). Class - BUS. ... 150
Figure 75. P- R curves (Foreground color codes). Class - BUS. ......ccoviiireimvincnininnnneans eerereeeessese 151
Figure 76. Query response of a bus image at similarity cut-off 25. (FGCC) .....vovvvererererersreseesesessneons 152
Figure 77. P- R curves (Foreground color codes). Class- FIOWET. ..........oc..ovvvereversreeerensserssessassassssessens 156

Figure 78. Avg. Precision, Avg. Recall, Avg. F — measures verses Similarity cut-offs (Foreground

color codes). Class — FIOWET. ...ccrerrrrrerrrereenes et bt 156
Figure 79. Query response of a flower image at similarity cut-off 25. (FGCC) ....c.cceovrvvvreiimescenreinnne 157
Figure 80. Query response of another flower image at similarity cut-off 25. (FGCC) .....ccooveveeeee. terveen 158
Figure 81. P- R curves (Foreground shape correlation). Class- FIOWer. ...o.cccvvverenevcncinneniiccnereccnnens 162
Figure 82. Query response of a flower image at similarity cut-off 60. (FG shape correlation) ............... 163
- Figure 83. P- R curves for different proportionate weights of Foreground color codes & foreground
SHAPE COTTEIALION. ¢.vvvvveneeeeeeees e ses s seeseeeseeseevereesesesssesseeeasenesessssrst s seasessenssessemsssaensaens 166
Figure 84. Query response of a flower image at similarity cut-off 60 with FG CC weight 20. (FGCC
& FG shape COTTelation) ... ceeeien i sasieneiessesesesssesereersaessessemseseessssesssserassseseseerseseresssens 168
Figure 85. Query response of same flower image at similarity cut-off 60 with FG CC weight 10

(FGCC & FG shape correlation).....c....ecceericcininmmieioninss s ssssssiesssssssesseees 168



Evaluafion, Enhancement, Development & implementation of Content Based Image Retrievdl Algorithms

Figure 86. Query response of same flower image at similarity cut-off 50 with FG CC weight 20

(FGCC & FG shape correlation)... ...t ere oot sensisesees 168
Figure 87. Query response of same flower image at similarity cut-off 50 with FG CC weight 10-

(FGCC & FG SNAPE COTTEIAtON) ....vo.eveervsereeseieseesseessseessessesssessssessesesssssessesessissssssssssssssnis 169
Figure 88. Query response of a flower image at similarity cut-off 60. (Whole image color codes). ....... 171
Figure 89. Query response of a flower image at similarity cut-off 60. (Foreground color codes). .......... 171

Figure 90. Query respouse of a flower image at similarity cut-off 60. (Foreground shape correlation).. 172
Figure 91. Query response of same flower image at similarity cut-off 60 with 30% weight of FGCC.
(Foreground color codes & foreground shape correlation)...........ccoerlounriencinsrennininecsnen 173
Figure 92. Query response of an ALOI image at similarity cut-off 70. (Whole image color codes)....... 174
Figure 93. Query response of same ALOI image at similarity cut-off 70. (Foreground color codes)...... 176
Figure 94. Query response of same ALOI image at similarity cut-off 70. (Foreground shape corr.). ..... 177
Figure 95. Qﬁery response of same ALOI image at similarity cut-off 70 with 30% weight of FGCC
(Foreground color codes & foreground shape correlation)...........cverveinconenenricnnennienions 178

Figure 96. Various steps of face extraction. Left - stationary Haar wavelet decomposition at level 1....183

Figure 97. Face extraction in high resolution image reduced to 1/8th of the original SIZ€.urrverrcrenirnans 185
Figure 98. Example of unsuccessful face eXtraCHOM.. ......u...vursercerermrereesresssessssssssssssesssssesssssesssnne e 185
Figure 99. Face extractions of images with complex background and non-uniform illuminations.. ....... 185
Figure 100. P — R curves. Similar face image TetrieVal. ........ccoovvierennsiericrssiesseensessessesssssesssssssnenns 189
Figure 101. Query Response — similar face-IMage retrieval. . rsens 190
Figure 102. GUI 0f the CBIR ...ttt sienes 208
Figure 103, Image Selection by BrOWSINE ..c..coov ittt cssssssis et crvosssssensnonnas 209
Figure 104, Dialogue box for unselected IMABE.......vrvriierrrierriercntnnnesresrneesesreseesessesesnssnesessesmssarsenenes 211
Figure 105. Dialogue box for unselected check box for image tyPe ........vevevevverierienssesssnesssssssssrarenenes 211
Figure 106. Dialogue box for confirming all image processing for all AREIDULES. v vve oo veresereaeninne 212
Figuré 107. Dialogue box fof wrongly selected target folder for image retrieval ... 212
Figure 108. Scanned alphabet, Mapped edges, Foreground, Background and Watershed pixels. ........... 213
Figure 109, Tiger images of BSDB [Fowlkes, on line] [Martin, 2001] and extracted foreground. .........214
Figure 110. Queries & responses of Tiger images BSDB [Fowlkes, on line] [Martin, 2001]. ................ 215
Figure 111. Image of BSDB [Fowlkes, on line] [Martin, 2001] and extracted face .......cocvviniinninenns 216
- Figure 112, Inferred block diagram for Google like search engines.........c.coveerveearnenrvasnenmsnesesnssresiernees 217
Figure 113, Query response for Google — could not tag & retrieving irrelevant images ..o 218
Figure 114. Query response for Google - tagging wrongly & retrieving many irrelevant images........... 219
Figure 115. Query response for vSearch - retrieving many irrelevant (?) images...........ccererveveesnesnsennes 219
Figure 116. Edge Response Comparison & quantitative analysis —example 1 .....ieninnrinn, 221
Figure 117. Edge response comparison & quantitative analysis — example 2.........coconieneinvesnionne. 222



Evaluation, Enhancement, Development & implementation of Content Based Image Retrieval Algorithms

Figure 118. Quantitative comparison of edge responses: ACD Photo editor & proposed method .......... 223
Figure 119. Quantitative comparison of edge responses: Adobe Photoshop & proposed method........... 223
Figure 120. Quantitative comparison of edge responses: MS Photo editor & proposed method............. 224
Figure 121.-Qualitative & Quantitative Performance Comparisons for foreground extraction......... e 226

Figure 122. Qualitative & Quantitative Performance Comparisons for foreground extraction with
| respect to different levels of Haar SWT.. .o 227
Figure 123. Quantitative analysis w.r.t. gtound truth for foreground extraction on BSDB Images......... 228
Figure 124. Qualitative & Quantitative Performance Comparisons for foreground extraction on
images with illumination VAriations............ccceesevenrevecurncnennerrerens oot seeseneseeee 228
Figure 125. Qualitative & Quantitative Performance Comparisons for foreground extraction................229
Figure 126. Precision — Recall analysis w.r.t. ground truth for foreground extraction on BSDB
images [Fowlkes, on lie] .......cocevvveereenirinvenercnscsencsnnsereessenes s 229

Figure 127. Results: Color codes based SEEMENTALION. .voveiiiiinc e s 232

Xvill




Evaluation, Enhancement, Development & Implemeniation of Content Based image Refrievd! Algorithms

| List of Tables

Table 1. Types of Wavelets. ............... .......................................................... 35
Table 2. Test Images & Their Performance Challenging Salient Characteristics...........ocvnnnrcnineninninae 56
Table 3. Categorical Representative Test Images & Characteristics. .......c..occvunuene . ............................ 66
Table 4. Categorical Representative Test Images & Their Performance Challenging Salient

CharacteristiCs. .....cooruniierincnieerernenernnerenmnaeranses ettt ettt e hre s h b e me et eenens 82
Table 5. Extracted features. ........cccocveeneee FET OSSR ST PSP TP TUPON el 11T
Table 6. SIMPLIcity Image Database [Wang, 2001] [SIMPLIcity, on lihe] - Classes and

CDATACTETISLICS ...t iiiire ettt ettt et e h b st e e sk st s st et g et b st b ae e s st ene e nens 114

Table 7. Precision, Recall & F —measure at different similarity cut-offs. (Whole image color codes)

ClasS = BUS. .ot ccesnrsesnse e e rrneasesess e eessassansvssssoneas e et e eaeab e r st ae e e e e b e a s eras 118
Table 8. Average Recall, Average Precision & Average F -measure. (Whole image color codes) A

ClASS — BUS. ..t ireeetcierc et cane ettt sa s srasasssesrerni s e n et esaanens et ten b et a e anebenene 120
Table 9. Precision, Recall & F —measure at different similarity cut-offs. (Whole image color codes)

Class = HOTSE. ...covevveriiverrireenise et ese s et e 123
Table 10. Average Recall, Average Precision & Average F - measure. (Whole image color codes)

Class — HOTSE. ..coieeerereeeccveeecre e et et e b e R e e a e s e be R et nan e 124
Table 11. Precision, Recall & F —measure at different similarity cut-offs. (Whole image color codes)

1888 = FLOWET. ..vvnvoveveieereeieranisicacnaarae s sssecs e ssas s sasasse s s sbsns e esasssratet et esas st esabesesersssnsssenesssnsas 131

Table 12. Average Recall, Average Precision & Average F - measure. (Whole image color codes)
CIASS = FLOWET. v JUOT st ra et 133
Table 13. Precision, Recall & F —measure at different similarity cut-offs. (Whole image color codes)
Class — DINOSAUL. ....c.cccoreeerernrnermrensrssecmsaseeserses et er et et et et e bbb e sanenraes 136

Table 14. Average Recall, Average Precision & Average F - measure. (Whole image color codes)

Class — DINOSAUT. ......viiiiriisiii ittt bt b 137
Table 15. Average Recall, Average Precision & Average F - measure. (Whole image color codes)
1 queries for the MEhOG.........ccoveeieerercceenereirte e s ettt s s s s enaenes 144
Table 16. Precision, Recall & F-—measure at different similarity cut-offs. (Foregrouhd color codes)
C1a88 - BUS. ..ottt nrcacirent s reesees s s e cesarencansn st st e sarens s s ek s s sene e st e sasa s aesereraaen 148
Table 17. Average Recall, Average P;eciéion & Average F -measure. (Foreground color codes)

ClASS — BUS. . eeicrectteeseseiresssite ettt eratcssssssaressesss s sasessabaaastssansaesssesesneenssssenssannsssssasssessnsestsessae 150

XX



Evaluation, Enhancement, Development & Implementation of Confent Based Image Retfrieval Algorithms .

Table 18. Precision, Recall & F —-measure ‘at different similarity cut-offs. (Foreground color codes)

C1ASS = FIOWET. .1vuvcevieriieierierecrennensneesessestesssesen e se et sre s s se et e st st sb e semee e ana e enesecanassnsssnssanens 154
Table 19. Average Recall, Average Precision & Average F - measure. (Foreground color codes)
"~ Class — Flower......cccociennn. et r e et ee R AR e A bt e sttt 155

Table 20. Precision, Recall & F-measure at different similarity cut-offs.(Foreground shape
| correlation). Class - FIOWET. ...ttt 160
Table 21. Average Recall, Average Precision & Average F - measure. (Foreground Shape
COITElation). ClasS — FLOWETL. ..vvvircvirireencerinisrniresiessasesrenssaesreseseesesbessessesesmestesescensaenssnereesene 161
Table 22. Precision, Recall & F —measure for different proportionate weights at different similarity
cut-offs. (Foreground Color codes & foreground shape correlation)..........ccovmneeiieverninnnnn, eres 165
Table 23. Precision, Recall & F —~measure for two different proportionate weights at different
similarity cut-offs. (Foreground Color codes & foreground shape correlation). ........cccoennie, 167
Table 24. Pérformance evaluation of face extraction method for various images [Czﬂtech, on line]
[Fei-Fei, 2004]. .............. et enranr s as s naens et sennenas R 187
Table 25. Precision, Recall & F — measure at different similarity cut-offs. Similar face-image |
TEHTIEVAL 1o eser et re s e e IR 188

‘Table 26. Average Recall, average Precision & average F —measure at different similarity cut-off.

~ (Similar face image retrieval).........coocciermnnccnniniinnnnns e rerereres e et e e s e e e et eae e serares 189
Table 27. Formulation 0f Color COAES ..........coiiiiriiieieeieireerrerrecsssre i cnreessesresssssasssessessessessessassasssssens 231
Table 28. Processing time analysis for SIMPLICItY IMaBeS .......occverervermrmmreririesienenieeeeseenesessesenessssaseen 234
Table 29. Processing time analysis for BSDB imagcé .............................................................................. 235



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

List of Abbreviations

CBIR - Cdnfem‘ Based Image Retrieval
CC - Color codes |

FG - Foreground

FGCC - Foreground color codes

p -~ Precision, imagé retrieval

Pe~ Precision, edge response

Pig - Precision, foreground extraction

P ~ R curves ~ Precision — Recall curves
r-Recall, image retrieval

Re~Recdll, edge response

Rig— Recall, foreground extraction

r - Retrieved relevant images

fotal - Total retrieved images

Total - Total relevant images in the database .



11 Content Based Image Retrieval (CBIR)

The content based image retrieval (CBIR) aims at retrieving visually similar images
from image database for a given query image (or sketch). Retrieval of required-query-
similar images from abundantly available / accessible digital images is a challenging
need of today. The image retrieval techniques based on visual image content has
been in-focus for more than a decade. Many search-engines, including state of the art
web-search-engines retrieve similar images by searching and matching textual
metadata associated with digital images. For quicker response time, association of
metadata is carried out as an off-line process known as image-annotation. The image
search results, appearing on the first page for fired text query rose black, are shown in
Figure | for leading web search engines - Google & yahoo.

Figure 1. Image search results for query - rose black, a) Google b) Yahoo

As can be seen, many resultant images of Figure | lack semantic matching with the
meaning of the text-query, showing vast scope of research leading to improvements in
the state-of-art-techniques for image retrieval.



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

The need for image retrieval evolved two solutions - image annotation (or image
tagging) and content based image retrieval. The annotation of images is in the form of
textual description, carried out either automatically or manually e.g. Google image
labeler (http://imaaes.aooale.com/imaaelabeler/). The automatic image annotation /
tagging analyses the image content for producing and associating textual description
with images under considerations. The textual query is then matched with annotations
for image retrieval. The content based image retrieval techniques aim to respond to a
query image (or sketch) with query-similar resultant images obtained from the image

database, as shown in Figure 2.

Figure 2. Block diagram of a CBIR system.

Figure 3. Detailed block diagram of a CBIR system.

The detailed block diagram of a CBIR system available in the literature is shown in

the Figure 3. The system consists of two databases - image database and feature
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database. The image feature dcﬁobcse is a collection of the image features on which

image search is to be carried out. While adding a new image in the image database,

image features are exiracted and stored in the feature database. The features are

represented in a convenient format before storing them appropriately for faster search.

Features of the query image are extracted and compared with the features. of the

~ images, available in feature database. The similarity comparison and search are carried

out with the image feature database for finding simiar-featured-images. The

corresponding images are retrieved and displayed as a result on the basis of similarity -

measures.

1.2 Application Arecs

Typical areas involving content based image retrieval [Gudivada, 1995] are

Art galleries and museum management

'Architectural and engineering design

Interior design

Remote sensing and management of earth resources
Geographic information systems

Scientific database management

Weather forecasting .

Refciﬁng |

Fabric and fashion design

- Trademark and copyright database mandgemen?

Law enforcement and criminal investigation

Picture archiving and communication systems.

Other applications reported in the literature are

Web image searching

Education and tfraining

Home applications like digital photograph cataloging dnd retrieval
Medico! image database maintenance and medical diagnosis
Military dpplicaﬁons

Pornography detection & elimination
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1.3 Need & Motivation

Advances in processor speed & digital sensor technology, expansion &
availability of internet have tremendously increased volume & accessibility of digital
images. This has caused a need to have a system that returns images based on the
given query considering visual similarity among them to facilitate image searching /
cataloging. The conventional image search techniques involves search on metadata
comprises of textual annotation associated with images, having severe drawbacks and
limitations as illustrated in Figure 1. The CBIR system aims to overcome these limitations.
The vast application areas (Section 1.2) and lack of availability of general purpose CBIR

system imply huge research potential on the subject.

1.4 CBIR System Modules

Various modules of a CBIR system shown in Figure 3 can be described as under.

* Input / output interface:
This module provides Graphical User Interface to user to give or select input
query either in a form of an image within or outside of the image database. It
may also provide GUI for giving sketch as an input query. The output interface
displays images based on the similarity measures. It may also provide a
mechanism to give positive or negative relevance feed back to refine search
results.

* Image database and its interface:
The image database is an unorganized collection of images. The
corresponding interface provides accessibility to image database.

* Image features database and its interface:
The image feature database is an organized collection of image features of
corresponding images of image-database. The corresponding interface
provides accessibility to image feature database.

» Feature extractor:
It is the most important module of any CBIR system. The relevant-image-
retrieval performance of the CBIR system is directly proportionate to the
performance of the feature extractor module. The module extracts required
image features listed in Section 1,6 by meeting challenging issues specified in

Section 1,5 These image features are compared to determine similarity.
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. Representing, indéxing & storing modules:

The extracted features are represented appropriately to facilitate storing and
indexing. ' '
Similarity sedrching & image réfrieva!:

The extracted features of the query‘ image are compared with the stored
image features Qf the feature database by applying similarity criterions for

refrieving content-similar-images.

1.5 Challenges

Following issues make development of versatile techniques for image feature

extraction and hence retrieval difficult and challenging.

Semantic gap:

It is a most crucial factor affecting the relevant-image-retrieval performance
of the image retrieval. The semantic gap - as defined in [Smeulders, 2000], is
the lack of coincidence between the information that oneA can extract from
visual data and the inferpretation that the same data have for a user in a
given situation. It is also described in ‘rhe literature as a gap between human
percepﬁon for the image content description and its feature representations.
Subjectivity: '

The subjectivity of human being for the confem‘ analysis and description,
which is characterized by human psychology, emotions and imaginations, is a
second most crucial factor affecting the relevcnf—imoge—refrie?al
performance of the system.

Inter tuhing of various phases:

The feature exiractor module’genercliy consists of a series of operations /
phases whose proper tuning is important for better over-all performance of
the system. Inter ’runiﬁg of phases plays very important role for example in ‘
CBIR sys’rerhs incorporating relevance feedback or hierarchical frame work
for feature extraction & representation.

Varieiy of image categories & characteristics:

Different image ch’regories & varieties of image characteristics add to the
difficulty levéls for developmenT of versatile image feature extraction

algorithms. Few of them are summarized here.
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o Image resolutions and resizing of images

o Image categories

o Infra-image illumination variations

o Non- homogeneity of infra-region and inter-region fextures
o Multiple and occluded objects

o Affine Transf’o'.rms of objects

Parameter tuning and threshold value selection:

A large variety in the image c¢haracteristics and image categories require
paramefer tuning and threshold value se!echon for mee’fmg requxred scale of

feature exfrochon
Time performance related issues:

The optimization of feature processing time and query response time may

. become crucial for a large image database. The issue of feature

dimensionality reduction is equally important for a large imdge database.
Apphcahon domain specific issues:

The selection of algorithms, pcrometers scale of segmentation etc. are many
a times application specific, e.g. the segmentation algorithm used for natural

images may not be suifcb]'e.for X-ray or histopathological images.

1.6 Image Features

Various image features and variants of there of; found in the literature for content

description of the images are as under.

o}

Histograms

o Local, global and cumulative

Colors, Color layouts and color distributions
Edges

Contours

Boundaries & regions

Textures |

Shapes
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1.7 Various Approaches

1.8

The CBIR algorithm issues are addressed by various Gpprocches in the h’rerq?ure,

viz.

o lterative relevance feed back from user

o Fuzzy, evolutionary and neural network

o Hierarchical approaches A v

o Focusing on improvemem‘s on processing of low level cues so as to
precisely ex’rrccf features

o Semantic domain based image retrieval sys’rems comparing meaningful

concepts

CBIR Systems

‘Various CBIR systems reported in [Thakore, 2010, 1] are summarized below; »

QBIC: Query By Image Content system [QBIC, on line][Flickner, 1995],
developed by IBM, a pioneer commercial product | ' A
Ultimedia Manager Product: developed by IBM [Barber, 1994], based on QBIC
technology. '
VisualSEEk: Developed at 'Cdumbio University [Smith, 1996] [VisualSEEK, on
line].

Photobook: Developed at Media Laboratory, Massachusetts Institute of
Technology — MIT [Photobook, on line], incorporating a unique feature of
interactive learning agent, named FourEyesfor selecting & combining
fedture—bcsed models

MARS: Multimedia Analysis and Retrieval Systems [MARS, on line]

FIRE: Flexible Image Retrieval Enginé [Fire, on line]

PicSOM: (Picture & Self-organizing Map) [Laaksonen, 1999] implemented‘
using tree structured SOM

NeTra [Ma, 1997]

The elaborative survey on CBIR system can be found in [Veltkamp, on line].
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1.9 Scope of the Work

The work carried out includes:

1.
2,

Literature survey - CBIR algorithms and CBIR systems [Thakore, 2010, 1].
Development and implementation of a novel algorithm for edge detection
and edge thinning & qualitative comparison of results with those of Adobe
Photoshop, ACD photo editor, MS photo editor for color images [Thakore,
2010, 2}.
Development and implementation of a novel algorithm for prominent
boundaries detection and qualitative comparison of results with those of
standard databases of color images [Thakore, 2010, 3].
Development and implementation of a novel algorithm for foreground object
revedaling by separafing background for prominent boundaries detected
color imagés [Thakore, 2010, 4].
Development and implementation of novel algorithms for image refrieval,
based on: |
color code attributes of whole image
color code attributes of separated foreground
foreground shape correlation coefficients
combination of foregrobnd color cbdes and shape correlation
5.1 Development and implementation of prominent boundaries & foreground
separation based algorithm for exiracting human-face and retrieving
similar face images containing complex backgrounds.
5,2 Performance evaluation and analysis of results of above image retrieval
valgorifhms at various selectable similarity-cut-offs.
Integration of various modules and development of Graphical User Interface’

for the CBIR system comprising of above algorithms.

1.10 Overview of the Work & Organization of the Thesis

CB!R being the most demanding and chdallenging need of the recent years, the

work emphasizes on development and implementation of algorithms for achieving

content based image retrieval. A complete GUI based CBIR system having selectable

multimodal image retrieval with selecfdble cut-offs of (dis)similarity for selectable input-

query image have been developed, implementing novel algorithms. The perspective
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of query image processing for feature extraction & image retrieval given as the block
diagram in Figure 4 gives the overview of the work and the relationship / dependency

of various phases of the developed CBIR system / algorithms.

Figure 4. Block diagram - Perspective of query image processing for proposed system.

Our approach is based on two streams of features - prominent boundaries
based features and Color code based features. These features and combination of
them have been used for image retrieval. The color codes are broadest descriptors of
colors whereas prominent boundaries are well localized boundaries detected due to
reliable processing of low level cues. One of the most fundamental requirements for

better performance of CBIR is the ‘proper image segmentation needed for precise and
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reliable image-feature extraction. A novel approach based on detection of prominent
boundaries for image segmentation & image feature extraction has been developed.
The versatility and suitability of prominent boundary based image segmentation has
been proved by testing various categories of images of various standard databases
listed in Section 1.11. The qualitative comparison of results with human segmented
images available at standard image database BSDB [Fowlkes, on line] [Martin, 2001]
shows effectiveness of the method.

The second technique for image feature extraction is based on color codes - a
technique to map a set of colors to a specific color code leading to image
segmentation based on broad color descriptors. Though the method may sometimes
under-segment the image, the computationally inexpensiveness and broad color
description of regions are two great advantages of the method.

The prominent boundaries and watershed algorithm have been utilized for region
feature extraction and foreground / background separation. The incorporation of
Stationary Haar wavelet decomposition at various levels makes the method suitable for
hierarchical approach. The results of the proposed method are also qualitatively
compared with those of JSEG [Deng, on line] [Deng, 2001] for the effect of texture and
illumination variations and suitability of the algorithms for foreground - background
separation.

The developed algorithms extract image features like contours, edges,
boundaries & thin boundaries, regions & region attributes, color & color distribution,
derived features of foreground & background regions, shape of foreground region,
color & color distribution of foreground object. The edge-features are not incorporated
for image retrieval purpose. It may be utilized for further reduction in number of over-
segmented regions - a suggested future enhancement of the work. The edge
detection results are compared quadlitatively in [Thakore, 2010, 2] with edge detection
performance of leading DTP and image processing software packages — Adobe
Photoshop, ACD photo-editor and MS photo-editor. The results of the proposed method
outperform others for i) detection of significant perceptual edges ii) elimination of
insignificant edges corresponding background and foreground textures iii) better

preservation of continuity.
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Image retrieval methods based on (i) color codes of entire image (i) Foreground
color codes (i) Foreground shape correlation (iv) Combination of foreground color
codes and shape correlation have been developed and implemented. The image
query responses for various images at different similarity cut-off along with precision and
recall for various images of standard database SIMPLICity [SIMPLICity, on line] and ALOI
[ALOI, on line] [Geusebroek, 2001] have been presented for aforesaid retrieval
techniques.

The prominent boundaries and foreground detection based method for
extracting face and face region attributes from images containing complex
background and illumination variations have been developed. The application specific
CBIR for retrieving similar-face-images has been implemented. The method measures
similarity of normalized face regions based on correlation coefficients. The effectiveness
of prominent boundaries and foreground detection techniques for face extraction has
been shown for 115 images of standard database Caltech [Caltech, on line] [Fei-Fei,
2004].

The algorithms are tested on vast set of images inclusive of standard image
databases listed in Section 1.11, consisting of various categories of images. The
implementation has been carried out on Intel® dual core T 2050, 1.6 GHz processor with
1.5 GB of RAM using Matlab R14.

The thesis is organized as follows. Chapter 2 includes review and evaluation of
various CBIR algorithms and CBIR systems. The relevant technical background is
covered in the chapter 3. The chapter 4 deals with the developed novel techniques for
edges & prominent boundaries detection. It also covers analysis and qualitative
comparison of the results of prominent boundaries with human segmented images of
standard database BSDB [Fowlkes, on line] [Martin, 2001]. The edge detection results
are qualitatively compared with edge detection response of Adobe Photoshop, ACD
photo-editor and MS photo-editor in the same chapter. The next chapter 5 covers
prominent boundaries based novel technique for foreground object detection and
background separation, results and qualitative comparison of them. It also includes
qualitative comparison of results of the proposed method of segmentation / foreground
detection with that of segmentation algorithm JSEG [Deng, on line] [Deng, 2001]. The
chapter 6 includes the details of the image features, proposed novel method for image

retrieval based on (i) color codes of entire image (i) Foreground color codes (i)

11
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Foreground shape correlation (iv) Combination of foreground color codes and shape
correlation. It also covers results and performance evaluation and analysis with
precision-recall & precision recall curves. The method and results of face extraction
and similar-face-image retrieval are also covered in the chapter. And finally,
conclusions & future enhancements are covered in the last chapter 7.

The Annexure | contains the list of the publications made so far. The Annexure 2
describes various components of Graphical User Interface (GUI) for the developed CBIR

application. The Annexure 3 contains typical miscellaneous results.

1.11 Image Databases
Proposed novel algorithms have been tested on various images including
following standard image databases.
o BSDB [Fowlkes, on line] [Martin, 2001] - The Berkeley Segmentation Dataset and
Benchmark (BSDB).
Available: httpVwww.cs.berkelev.edu/proiects/cs/vision/groupina/seabench/
The standard data set consists of variety and vast range of images, segmented
images and human segmented images of medium size and resolutions,
o SIMPLIcity [SIMPLIcity, on line] [Wang, 2001]- The SIMPLIcity web site:
Available: http://wanqgl4.ist.psu.edu/cqgi-bin/zwang/regionsearch show.cqi
A data set consists of images of 10 different image categories and 100 images
per category (Table 6). Images are of small size and medium resolution.
o Amsterdam Library of Object Images (ALOI) [ALOI, on line] [Geusebroek, 2001]-
Available: http://staff.science.uva.nl/~aloi/
A collection of images of small objects with dark background. Multiple images of
objects captured with varied and controlled illumination conditions viewing
angle, illumination angle, and illumination color,
o Caltech [Caltech, on line] [Fei-Fei, 2004] - Caltech 101 face dataset. Available:

http://www.vision.caltech.edu/Imaae Datasets/Caltech 101 /Caltech 101 .html

A data set consisting of 101 objects, of which 437 face images of 27 different
people with various indoor-outdoor complex background and different
illumination conditions. Images are of medium size and medium resolution. The
same face images of larger size and higher resolution are available as Caltech

frontal face images 1999.
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(o]

PASCAL challenge 2008 image database [Everingham, on line] - Available:
http://pascallin.ecs.soton.ac.uk/challenaes/VOC/voc20Q8/workshop/index.html
A data set of image segmentation competition - consisting of various
challenging images.

University of Washington, Image database [University of Washington, on line].
Available:
http://www.cs.washinaton.edu/research/imaaedatabase/demo/sea/

A collection of images used for segmentation,

MedPics [MedPics, on line] - An Image Library for Medical Education, UCSD -
School of Medicine.

Available: http://medpics.ucsd.edu/

A collection of medical images.

The images of PASCAL challenge 2008 image database [Everingham, on ling],

University of Washington, Image database [University of Washington, on line] and

MedPics [MedPics, on line] have been used only for edge detection, prominent

boundaries detection & foreground extraction. Rest all have been used for testing of all

proposed algorithms.

1.12 Specifications of the Developed CBIR System

o

[o]

(0]

Query
I By example - single image
+ Selectable from image database
GUI based
Results
+ Retrieved similar images in order of decreasing similarity

+ Presented in multiple windows & 16 thumbnails (images) / window

Supported Image types

I Jpeg
I png

13
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o Image Features
Color Codes
Histograms .
Regiohs- & region attributes
. Foregrdu'nd & background regions and region aftributes
| Shape carrelation coefficients
o Image Retrieval
Based on
- Color codes of enﬁré image
Foregfound color codes
Foreground shape correlation
Combination of foreground color codes and shape correlation
‘ With selectable percentage proportion of weight of foreground
color codes and foreground shape correlation for composite
similarity measure . . ‘
Similar face ~ images containing compléx background -
o Selectable similarify cut-offs '
The feature of the CBIR system allows user to specify the cut-off level for similarity
measurement, helpful fo specify the maximum permitted inexactness in the
retrieved images

The GUI of the CBIR system and its description are shown in Annexure 2.

1.13 Concluding Remark

A successful endeavor of development of CBIR algorithms and the CBIR system... :

14
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2. CBIR Algorlthms & CBIR Systems-
Review & Analysis

2.1 Introduction

The revolu'ﬁonory internet and digital technologies have imposed a need to
have a system fo organize abundantly available digital images for easy categoﬁzoﬁon
and retrieval. The need to have a versatile and general purpose content based image
retrieval (CBIR) system for a very large imcxge database has cﬁrac’redfocus of many
researchers of informd’riom‘echhology—gion‘rs and leading academic - institutions for
development of CBIR techniques. These techniques encompass diversified areas viz.
image segmentation, image feature extraction, representation, mapping of features to
semantics, storage & indexing, image similarity-distance measurement and retrieval -
making CBIR s‘ystem devetopmem‘ a challenging task.

. The chapter addresses and analyses challenges & issues of CBIR
techniques/systems, evolved during recent years coverihg various methods for
segmentation; edge, boundary, region, color, texture & shape based feature
extraction; object detection & identification and image retrieval. The chapter also
covers overview of published surveys on CBIR fechniques / system. An eminent
contributor's point of view on CBIR, query response analysis of some existing CBIR .
systems, our observations on CBIR issues and finally our approaches for developed CBIR
Algorithms and system are included in the chapter.

2.2 Research & Publication Trend Analysis
| The publication frend for a period of 1995 — 2005 has been shown for ‘image
refrieval’ in [Datta, 2008]. Extending the analysis up to year 2010 for ‘image retrieval’
article indexedby Google Scholar as on 17-01-2011 shows fremendous increase in the

research interest and hence in the number of publications post year 2005, as shown in
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Figure 5, left. The publication trend for last five years has been shown in Figure 5, right
for ‘image retrieval' as indexed by Google Scholar as on 17-01-2011 A slight fall in
number of publications for year 2010 may be due to non-visit of Google-web crawler to

publishing server till date i.e. early part of year 2011

Research Interest Trend (Since 1992) Based on Number Research Interest Trend (Last 5 Years) Based on
of Publications Indexed by Google Scholar for'lmage Number of Publications Indexed by Google
Retrieval’, as on 17-01-2011 Scholar for 'Image Retrieval', as on 17-01-2011
<000
000
=000
g< 000
=-Z000
2 Zooo
S 5000 -Number of
C; "= 000 Publications

0 1 2 3 4 5
Year Interval

Figure 5. Research Interest Trend Based on Publications Indexed by Google Scholar for Image Retrieval. Left: Since 1992.
Right: Last 5 Years.

The biggest issue for CBIR system is to incorporate versatile techniques so as to
process images of diversified characteristics and categories. Many techniques for
processing of low level cues are distinguished by the characteristics of domain-images.
The performance of these techniques is challenged by various factors like image
resolution, intra-image illumination variations, non- homogeneity of intra-region and
inter-region textures, multiple and occluded objects etc. The other major difficulty,
described as semantic-gap in the literature, is a gap between inferred understanding /
semantics by pixel domain processing using low level cues and human perceptions of
visual cues of given image. In other words, there exists a gap between mapping of
extracted features and human perceived semantics. The dimensionality of the difficulty
becomes adverse because of subjectivity in the visually perceived semantics, making
image content description a subjective phenomenon of human perception,
characterized by human psychology, emotions, and imaginations. The image retrieval
system comprises of multiple inter-dependent tasks performed by various phases. Inter-
tuning of all these phases of the retrieval system is inevitable for over all good results. The
diversities in the images and semantic-gaps generally enforce parameter tuning &
threshold-value specification suiting to the requirements. For development of a real time
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CBIR system, feature processing time and query response time should be optimized. A
better performance can be achieved if feature-dimensionality and space complexity
of the algorithms are optimized. Specific issues, pertaining to application domains are to
be addressed for meeting application-specific requirements. Choice of techniques,
parameters and threshold-values are many a times application domain specific e.g. a
set of techniques and parameters producing good results on an image database of
natural images may not produce equally good results for medical or microbiological

images.

2.3 Eminent Contributor's Point of View on CBIR

The issues presented in invited plenary talk at the 19th International Conference
on Pattern Recognition, held at Tampa, Florida during year 2008 by Theo Pavlidis -
“Limitations of Content-based Image Retrieval" [Pavlidis, on line] are summarized
below:

o Answer to the question to title of editorial in special issue of IEEE Proceedings
[Hanjalic, 2008]: “The Holy Grail of Multimedia Information Retrieval: So Close
or Yet So Far Away?2"” was

= $So close if published results are taken at face values

* Yetso far away, based on
closer look at the published results
the results of many test sites like GgzoPa [GazoPa, on line] by
Hitachi, TILTOMO [titomo, on line], ALIPR [aliper, on line] &
many others

o The CBIR systems are designed to respond to broader queries than the
specific.

o The methods and trainer / classifier are tested on too small number of images.

o Whether methods search for similar 2-D images or similar objects (3-D) of the
image.

o lllumination / pose / viewpoint changes offer great challenges to simple
feature based CBIR systems.

o The segmentation and salient point matching fail to deal pose / viewpoint
variations of many objects.

o General similarity measures are needed for real-world CBIR.

17
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o Computationally close images may have different perceptual meaning and
computationally slightly differing images may have vast perceptual
differences.

0 “Accept that practically significant results for real time general CBIR cannot be
obtained unless there are major breakthroughs both in image analysis and in
computer architecture.

1 As long as we do not have general segmentation methods that can
identify objects on an image, itis unwise to pursue general CBIR.”

The current state of art and issues for automatic image annotation has also been

presented by Theo Pavlidis [Pavlidis, on line] concluding direct human labeling is

mandatory for proper image-tagging as automatic image tagging is very hard.

2.4 Query Response Analysis of Some of the Existing CBIR Systems

To illustrate the difficulties and complexity of CBIR, let us consider the query
response of on-line demo of SIMPLIcity, developed at Penn State University, is available
at http://wanql4,ist.psu.edu/cai-bin/zwang/reaionsearch show.cqi . The huge image
database was consisting of 59895 images (as on 13-01-2011). The query of a deer image
with ID 35600 gave no deer image in the response of displayed 32 images. Similarly, a
horse-face, a close up image with id 35031 also resulted into query response of no horse
image in displayed 32 images. The other on-line demo is available at
http://amazon.ece.utexas.edu/~aasim/cires.htm having 50 image categories and
around 30-50 images per category, developed at Computer and Vision Research
centre, University of Texas, Austin. The image query for a wolf image named
nat_anm_mam_wol_art aw00001.jpg gave response with precision 3/20 (0.15). The
enhanced version of CIRES provides browsing based on image-tags. The image
browsing for tag provides 458 images (As on 14-01-2011) with precision 268/458 (0.58)
which is available at http://cires.matthewrilev.com/browse/view/711 7. The precision in
the enhanced version is better, but the result includes many images having human
faces, perhaps due to significant weight to color in similarity matching. Given query
response examples are only for the purpose of illustrating the challenges and difficulties
involved in any CBIR algorithms / system and not for criticizing individual(s) or

shortcomings of CBIR systems.
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2.5 Overview of CBIR Surveys

The paragraph summarizes the points presented in the exhaustive survey by
Datta et al. [Datta, 2008] carried out in 2008 on image retrieval coVering about 300
theoretical and practical contributors. CBIR is ci’réd in it as an emerging fechnology that
in principal he!ps o organize digital pictures by their visudl contents. The user
perspective based on the clarity of user intention (browsing, surfing or searching), data
scope (personal collection, domain specific, enterprise, archives or web) and the query
form has been classified in the survey. The alternate view from system perspective
involves mode of query processing & output visudlization for variety of data scopes has
been proposéd along with it. The output visualization has been characterized as
i} Relevance order e.g. Google and Yahoo image search engines ii)time order e.g.
Google’s Picasa — providing an option for organizing personal collection 6f images in
fime order i} clustered iv) hierarchical and v) composite. Different image similarity
comparison measures viz. Euclidian distance, weighted Euclidian, Hausdorff, Mallow,
Integrated Region Mafching - IRM [Li, 2000] and K -L divérgence have been tabulated
in the survey. 4

A. W. Smeulders et al. [Smeulders, 2000] reviewed 200 references in CBIR in year
2000 covering patterns of use, types of pictures, the role of semantics, the sensory gap,
color, texture, local geometrical features, accumulative and global features, object
and shcpe.feo’rures, types and means of feedback and other related issues.

More than 100 articles have been reviewed in a survey on content based muAIﬁ—
media information retrieval by Lew et al. [Lew, 2006] in year 2006. The survey includes
review of various face detection techniques for concept detection in simple and
cbrhplex background. Some of the observations presented in the survey {Lew, 2006]
are: '

o "One of the most important challenges and perhaps the most difficult

problem in semantic understanding of media is visual concept detection in
'ﬂ'\e presence of complex backgrounds."”

o “"Another limiting case is where researchers have examined the prbblem of
detecting visual concepts in laboratory conditions where the background is
simple and therefore can be easily segmented.”

M"ullver et al presehfed analysis on performance evaluation in CBIR and

proposed few new measures in [M"ul, 2001]. They have summarized performance

19



Evaluation, Enhancement, Development & Implementation of Confénf Based Image Retrieval Algorithms

measures . like -Precision, Recall, Precision - Recall curves, Precision - Number of
Retrievals, Recall ~ Number of Retrievals, measures specified by TREC (Text REfrieval
Conference, co-sponsored by NIST, US) and variational performance measures used by
different réseorch-confribu‘rérs. They have proposed performance evaluation measures
similar to those specified by TREC are summarized below:

o Rank: - Rank at which first relevant image is retrieved

o Rank: - Normdlized average rank of reiévom‘ irhages

o PR curves _

o P (20}, P {50} and P (Ng} — Precision after 20, 50 and Ng relevant images are

retriéved, where Ngrepresents total number of relevant images.

o Rp{0.5)—recall when precision falls below 0.5

o R{100} — Recdill after 100 images are retrieved

A comprehensive survey of methods for Colour Image Indexing and Retrieval in
Image Databases has been presem‘ed by Schettini et al. [Schettini, 2001] covering
various color discreﬁzoﬁbn rhe?hod_s, color indexing, issues of histogram comparisons
due to color shifts, color spatial indices, illuminant invariant color image indexing
techniques and related issues along with methods combining other features with color

feature.

2.6 CBIR and Related Techniques

Various techniques for exiraction and representation of image features like
histograms — local {corresponding to regions or sub-image ) or global , color layouts,
gradients, edges, confours, boundaries & regions, textures and shapes have been
reported in thé literature. "

Histogram is one of the simplest and computationally inexpensive image
features. Despite being invariant to franslation and rotation about viewing axis, lack of
- inclusion of spatial information is its major draw back. Many totally dissimilar images may
have similar histograms as spatial information of pixels is not reflected in the histograms.
Consequently, many histogram refinement techniques have been repon‘éd in the
literature. The simplest form of histogram is having fixed number of bins. A bin
corresponds to a fixed range of intensity values. The range of intensity values defines the
| width of a bin. Generadlly, all bins are of equal width. The intensity (color) changes in the

same image may shift the bin-membership of pixels altering the intensity distribution.
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The nature cndl amount of change in distribution depends on number of bins and value
of change of intensity. The increase in bin-width will reduce the effect of changesin the-
distribution due to intensity (color) changes. Increase in bin-width results into loss of intra-
range distribution informoﬂén for a larger range. Hence, deciding the bin-width plays
important role in the similarity measure methods. Given'ﬁxed width of bins may not be
suitable to all-categories of images. The cumulative histogram gives the cumulative
distribution of the intensity values. -

The multi-resolution histogram and its use for recognifion for image and video
refrieval have been proposed in [Hadjidemetriou, 2004]. As defined in it, the mulfi-
resolution hi_s’rbgrc:m is-the set of intensity histograms of an }image. at multiple image
resolutions. Like plain histograms, multi-resolution histograms are fast to compute, space
efficient, invariant fo rigid motions, and robust to noise. In addition, spatial information is
directly encoded with multi-resolution histograms. A novel matching cigoﬁthm based on
the multi-resolution histogram  that Qses the differences befween histograms of
consecutive image has beén proposed in it [Hadjidemetriou, 2004} along with the
effect of shape parameters on the multi-resolution histograms. ‘

Histogram intersection based method for comparing model and image
histograms was proposed in [Swain, 1991] for object identification. Histogram refinement
based on color coherence vectors was proposed in [Pass, 1996]. The technique
considers spatial information and classifies pixels of histogram buckets as coherent if
they belong to a Smcll region and incoherent otherwise. Though being computationdlly
expensive, the technique improves performance of hisfogram based matching. Color
correlogram feature for irhc:ges was proposed in [Huang, 1997] which takes into
account local color spatial cormrelation as well as global distribution of this spatial
correlation. The correlogram gives the change of spatial correlation of pairs of colors
with ‘disfcnce and hence performs well over classical histogram based techniques. A
~ modified histogram based technique to incorporate spatial layout information of each '
color with annular, angular and hybrid hisfqgroms has been proposed in [Rao, 1999]. In
»{Stricker, 1995], cumulative histogram and respective distances for image similarity
mecsurés, overcoming quantization problem of the histogram bins was proposed. The
representation of color distribution features for each color channel based on average,

variance and skewness, described as momenis, forimage similarity was also presented.
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Various éegmemoti,on technigues based on edge detection, contour detection
and region formation have been reported in the literature. These techniques, in generadl,
process low level cues for deriving irﬁoge features. by following bottom-up approach.
Automatic image segmen?dﬁon is a very crucial phase as the overall performance of
refrieval results significantly depehds on the precision of the segmeniation. The most
difficult task for any automatic image segmentation clgorifhvm is to avoid under and
over segmentation of fmages, possessing divefs%fiéd characteristics. Hence, for required
scale of segmentation, parameter tuning or threshold adjustment becomes
unavoidable for versatile image segmentation algorithms.

Direcfridnci changes in color and texture have been identified in [Ma, 2000],
using predictive color model to detect boundaries by iteratively propagating edge
flow. This i’r_eraﬂve'mefhod is computationally expensive because of processing of low
level cues at all pixels for given scale. A

A novel hier‘crchical classification frame work based approach for boundary
extraction with Uln‘omefric Com‘our Maps UCM - representing geomé’rric structure of an
image has been proposed in [Arbel’aez, 2006]. A generic grouping algorithm based on
Oriented Watershed Transform and UCM [Arbel’aez, 2006] has been proposed in
[Arbel’aez, 2009] to form a hierarchical region tree, finally leading to segmentation. The
method enforces bounding contour closures, avoiding leaks - a root cause of under
segmentation. Exhaustive precision-recall evaluation of OWT-UCM technique for
different scales aléo has been presented. The precise low level processing is very crucial
for feature extraction. J. Malik af el. emphasis on perfect boundary detfection leading fo
segmentation and / or object shape description. Local and global cue based contour
and junction detection has been proposed in [Maire, 2008]. ,

Image segmentation has been treated as a graph partitioning problem using
Normalized cuts in [Shi, 2000]. Two powerful segmentation strategies-mean shift
_ Clustering and normalized cuts based accurate and rapid object initialization scheme-
weighted mean shift normalized cufs' for geodesic active confour model for
segmentation of Histopathology images have been presented in [Xu, 2010].

Eegion based image retrieval, incorporating graphs, multiple low level labels and
fheik propagation, multilevel semantic representation and support vector machine has
been proposed by Li et al., implying effeé’rfveness of the method by showing various

precision measures only. The recall measure analysis for the incorporated large image
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database of Corel consisting of 10000 images would have been helpful throwing lights
on effect of various types of feedbacks on region matching. It should be noted that the
paper [Li, 2008] uses JSEG [Deng, on line] [Deng, 2001] algorithm for image
segmenfdﬁon. | . ‘
The brigh'mess and texture grcdien’r based probability of boundary [Martin, 2004]
~has been used to generate edge-map, which is scale-invariant representation of image
from the bottom up, using a piecewise 'Iine'cr approximation of contours and
constrained Delaunay triangulation for completing gaps. The curvilinear grouping on
top of this graphical/geometric structure using a conditional random field to capture
the statistics df continuity and differenf_juncﬁon types has been proposed in [Ren, 2008]
for contour completion in natural images. A new concept of Boolean derivatives as a
fusion of partial derivatives of Boolean function for edge detection algorithms for binary
and gray scale image has been presented and results have been compared with
traditional edge detection algorithms ih [Agaian, 2010]. Célor gradient detection based
technique for automcﬁé imdge ségmenfoﬁon has been proposed in [Ugarriza, 2009]. A
method for unsupervised determination of hysteresis thresholds for edge detection by
combining advantages and disadvantages of thresholding methods by finding best
edge map, a subset and an overset of the unknown edge point set has been proposed
in [Medina-Carnicer, 2010]. Combined top-down and bottom-up approach for image
segmentation has been proposed in [Borenstein, 2008]. Top-down & boﬁom-up cue
bcséd probabﬂisﬁc method for image segmentation overcoming the limitations of
traditional conditional random field (CRF} based approach has been proposed in
[Pawan Kumar, 2010]. YCbCr color model based automatic seeded region growing
algorithm for image segmentation has been proposed in [Shih, 2005].
YCbCr color space based face detection algorithm for varying lightning
conditions and complex background has been proposed in [Hsu, 2002] that
~ incorporates light compensation technique and non-linear color transform. Major face
detection techniques have been also fisted in [Hsu, 2002]. Analysis and comparison of
color representation, color quantization and classification algorithms  for  skin
segmentation have been reported in [Phung, 2005]. Exhaustive survey of face detection
issues and techniques has been found in [Yang, 2002]. The foreground objects revealing
by separating background in the images of standard data set has been proposed in
[Thakore, 2010, 4]. |
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Vorious' techniques based on generdlized Hough transform and Fourier‘
descriptors have been reported in the literature for shape and object boundary
“detection. A review of methods for shape cbmporison has been reported in [Veltkamp,
2000]. Active contour model — snake has been used in [Kass, 1988] for interactive
interpretation, where user-imposed constraint forces guide the snake to feature of
~interest. Many variations based on active contour methods have been found in
literature. The 'boundcry detection precision of active contour based methods is
generally sensitive to seed-points or seed-contours; if not provided properly, snakes may
~not converge fo frue object boundaries. L* u* v* color space recursive mean shift
procedure vbdsed analysis of multimodal feature space and delineation of arbitrarily
shaped cluster can be found in [Comaniciu, 2002]. Scale invariant local shape features
with chains of k-connected roughly straight family of contour segments has been used
for object class detection in [Ferrari, 2008]. |

The boundary structures cmd' global shape feature based approach for
segmentation and objéc’r 'de’recﬁon has been proposed in [Tosh‘ev, 2010]. Image
segmentation and object detection using iterated Graph Cuts, based on local texture
features of wavelet coefficient has been reported in [Fukuda, 2008]. The application of
watershed algorithm for contour detection leading to segmentation was proposed in
[Beucher, 1979]. ,

Many relevance féedv back techniques have been proposed in literature to
bridge the semantic gap by specifying positive and negative feed backs given by the
user for refinement of results. A relevance feedback based interactive image retrieval
approach to address issues of semantic-gap and subjectivity of human perception of
visual contents was introduced in [Rui, 1998], which showed significant improvemenf in
the results. In [Tao, 2008], orthogonal complement component based relevance feed
back technique is proposed that does not treat positive and negative feed backs
equivalently, as the former share homogenous concepts whereas icﬁer do not.
Generalized Bayesian learning frcmewbrk with target query and a user conception
based user-model has been proposed in [Hsu, 2005], where target distribufion, target
query dnd matching criteria have been updated at every feed back step.

A fuzzy approach based CBIR, named FIRST - Fuzzy Image Retrieval SysTem, has
been proposed in [Krishnapuram, 2004] to handle the vagueness in the user queries and

inherent uncertainty in image representation, similarity measure and relevance
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feedback incbrporaﬁng_fuzzy attributed relational graph comparisons for similarity

measures. Contour and texture cues have been exploited simultaneously in = [Malik,

2001} using intervening contour frame work and textons for image segmentation Wifh '
spectral graph theoretic frc:mework of normalized cuts. As stated in [Malik, 2001]

contour based image segmentation approaches have edge detection as the first

stage followed by edge linking stage to exploit curvilinear continuity. Perceptual

grouping of block based visual patterns usihg hodifiéd Hough iransform for object

search technique in heterogeneous cluster-oriented CBIR with load balancing

implementation has been reported in [Cheng, 2007]. Two new texture features - Block K
difference Aof‘ inverse probabilities (BDIP), nﬁeosuring local brighfness variations & block
variation of local corelation coefficients (BVLC), and measuring local texture
smoothness have been used in [Chun, 2003] and the combination of BDIP and BVLC
moments for image retrieval improves performance compared o wavelet moments.
Evolutionary group algorithm to opﬁrhize the quantization thresholds of the wavelet-
correlogram has been répoﬁed in [Saadatmand-Tarzjan, 2007]. |

A color image edge detection algorithm was proposed in [Dutta, 2009, taking
up average maximum color difference value was used to predict the optimum
threshold value for a colorimage and thinning technique was applied to extract proper
edges producing comparable results with o’rher. edge detection algorithms. The
-presented method results [Dutta, 2009] were of images containing color patches with
no or minimum textures. The performance of the algorithm could have been tested for.
textured and natural images. | o

Prasad et al. [Prosdd, 2004] proposed image retrieval using im‘ggrofed color-
shape-location index has been proposed bcxéed on grouping RGB color space into 25
perceptual color categories, dominant region eccentricity for 8 shape categories - and
grid cell of image for Iocdﬁon identification and indexing with performance measure on
database consisting of various national flags and vegetables-fruits images.

The use of CIELab color space bdsed color descriptors for CBIR and comparisons
for different quantization methods, histograms calculated using color-only and/or
spcﬁof—color information with different similarity measures have been presented in
[Gavrielides, 2006] covering retrieval results for images with different transformations like
scaling, rotation, cropping, jpeg compression with different quality factors, blurring,

illumination changes, contrast adjustments and various adaptive noise attacks.

~
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Morphdogy~bcsed approaches for CBIR- by making use of granulometries
independently computed for each sub-quantized color and employing the principle of
multi-resolution histograms  for describing' color, using respectively morphoiogicd
leveling and watersheds hds been proposed in [Aptoula, 2009] for LSH color space.

The relevance feed back based biased discriminative Euclidean embedding
(BDEE) was proposed in [Bian, 2010] which parameterizes samples in the original high;
dimensional ambient space to discover the iri’rrins.ic coofdinc’re of image low-level visual
features showing precise modeling of both - the intra-class geometry and interclass
discrimination evaluated on Corel image database presenting query response
examples. ‘ ‘ , A . ’

Comparison of the mean average precision of three content based image
retrieval methodologies have been presented in [Vasconcelos, 2007], indicating
improvements in the performance over last few years. Performance comparison of
query by visuadl excm_pie’ and quer& by semantic example has been reported in
[Vasconcelos, 2007], demonstrating superior performance of the latter. As reported, the
content based image retrieval methodologies have evolved from modeling visual
appearance, to learning semantic models and finally to making inferences using
semantic spaces. Performance comparison of minimum probability of error retrievail
frame work based query by visual example and query by semantic example has been

-reported in [Rasiwasia, 2007] . concluding semantic representations of images have an
intrinsic benefit fbr image retrieval. Elaborative sfudy‘of query by semantic example
addressing structure of semantic space and effect of low level visual features & high
level semantic features on over all performance of CBIR system has been reported in
[Rasiwasia, 2008]. ‘ .

Paitakes et al. [Pratikakis, 2006] proposed a novel unsupervised method for
image retrieval based on hierarchical watershed algorithm applied on L a* b* color or
texture feature space for achieving meaningful segmentation & automatic meaningful
region extraction leading to cons‘rfucﬁon of region adjacency graph - RAG
incorporating scale based weights in the mulfi-scale hierarchical frame work for Earth
mover's distance [EMD) computation as region-similarity-comparison. The
segmentation results produced with their proposed method have been compared with
those of JSEG [Deng, on line] [Deng, 2001], E-M algorithm (Blobworld) [Carson, 2002]

and graph-based segmentation [Felzenszwalb, 2004]. The image retrieval resulfs have
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been compcfed with the regions_genera’réd with their proposed method, JSEG [Deng,
on line] [Deng, 2001], E-M dalgorithm (Blobworld) [Carson, 2002], and graph-based
- segmentation [Felzenszwalb, 2004] for segm‘en‘raﬁon by applying their method of region'
similarh‘y.‘ The mean preéision—r’ecoll have been measured in [Pratikakis, 2006] for 10
gueries pér" image-class of imdge database consisting of total 1000 images of 10
different classes with 100 images per class, which reads {approximate values) for all
categories of images, highest mean precisioh of O.7 at mean recall of 0.07 and highest

mean recall of 0.425 with precision of 0.41. Further, P —R curves corresponding to all

- Image categories indicate fnat it is not possible to retrieve images with precision as 1 at

any cost o_f recall, i.e. for no case, only relevant images (mdy be very few in number)
gefts retrieved. As no examples of query responses have been presented in [Pratikakis,
2006}, andlysis and inference Gbouf ordering and ranking of the retfrieved resultant
images cannot be carried out. _

The slope magnitude method along with Sobel, Prewiﬁ, Robert and Canny
gradient operators havé béen used for forming shape image on which block fruncation
coding (BTC) is applied in [Kekre, 2010, 1] for performing image retrievai on 1000 images
of 11 different classes of SIMPLIcity image database [Wang, 2001] [SIMPLIcity, on line].
The performance analysis of 55 queries in a form of precision & recall plofted for number
of images retrieved with-different combination of methods. Simple morphological edge
- defection, top-hat morphological edge detection, bottom-hat morphological edge
detection me‘rhéds are combined with BTC for image retrieval in [Kekre, 2010, 2]. The
precision is not exceeding 0.8 even for 2 retrieved imogés. The maximum recall
obtained in all seven methods proposed is about 0.35 for 100 retrieved images (relevant
+ irrelevant) with maximum precision of about 0.35. Here also in both publications
[Kekre, 2010, 1] & [Kekre, 2010, 2], no examples of results of query response has been
presented to enable analysis of results for order and ranking of retrieved images.

Basak et al. [Basak, 2006] presented Multiple Exemplar-Based . Facial image
Retrieval Using Independent Componénf Analysis as a specific CBIR application for
three different image databases, of which one is Caltech [Caltech, on line] [Fei-Fei,
2004] for which, as can be seen from the illustrative query response examples, non-face
portion of the image constituting background have been cropped. It is to be noted
that our proposed method for similar-face-image retrieval uses Caltech images, where

the complex-background, which contributes to major portion of the image has been
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excluded bos-ed on prominent bo_unddries and foreground detection based techniques

to extract the face region before comparing them for similarity measures.

2.7 CBIR Systems

A brief summary of some of the CBIR systems has been presehfed in this section.
QBIC - Query By Image Content system, developed by IBM, makes visual content
similarity comparisons of images based on properties such as color percentages, color
layout, and textures occurring in the images. The query can either be example images,
user~cons’rruc;fed sketches and drawings or selected color and texture patterns [QBIC,
on line] [Flickner, 1995]. The IBM developed QBIC technology based Ultimedia Manager
Product for retrieval of visually similar images [Barber, 1994]. Virage [Vircsge, on line] and
Excalibur are other developers of commercial CBIR systems.

VisualSEEk - @ joint spatial-feature image search engine developed at Columbia
university performs image similarity comparison by matching salient color regions for
their colors, sizes and absolute & relative spatial |occﬁbns [Smith, 1996] [VisualSEEK, on
line]. Photobook developed at Media Laboratory, Massachusetts Institute of Technology
—~ MIT for image retrieval based on image contents where in color, shape and texture
features are matched for Euclidean, mahadlanobis, divergence, vector sboce angle,
histogram, Fourier peak, and wavelet tree distances. The incorporation of interactive
" learning agent, named FourEyes for selecting & combining feature-based models has

been a unique feature of Photobook [Photobook, on line]. MARS - Multimedia Andlysis
and Retrieval Systems [MARS, on line] and FIRE- Flexible iImage Retrieval Engine [Fire, on
line] incorporate relevance feed back from the user for subsequent result refinements.
‘Similar images are retrieved based on color features, Gabor filter bank based texture
features, Fourier descripfof based shape features and spatial location information of
segmén’red image regions in NeTra [Ma, 1997]. For efficient indexing, color features of
image regions has been represented as subsets of color code book containing total of
256 col'ors. The frame work proposed in [Ma, 2000] has been incorporated for image
segmentation in NeTra. PicSOM (Pjcture & Self-organizing Map) was impleménfed using
tfree structured SOM, where SOM was used for image similarity scoring method
[Laaksonen, AI999]. Visual content descriptors of MPEG-7 (Moving Pictures Expert Group
Mui’rimed'ic Content Descﬁpﬂon interface) were used in PicSOM [Laaksonen, 1999] for

CBIR techniques and performance comparison with Vector Quantization based system
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wdas proposed in [Laaksonen, 2002]. Incorporation of relevance feedback in it caused
improvements in the precision of results of PicSOM. SIMPLicity — Semantics-sensitive
integrated Matching for Picture Libraries incorporates integrated region matching
mefhoddogy for overcofning issues reiq’red to improper image segmentation. The
segmem‘ed images are represém‘ed as sefs of regions. These regions, roughly
comesponding to objects are characterized by their colors, shapes, textures and
locations. The image search is ncrrowed—déwn‘ by applying image-semantic-sensitive
categorization for better retrieval performance [Wang, 2001]. The online demo of
SIMPLIcity is available at [SIMPLicity, on line].

A gompcraﬁve survey of various 42 CBIR systems déveloped by year 2001 has
been reported in [Veltkamp, on line]. The survey compares those systems for mode of
querying, features & method of similarity comparisons and indexing techniques. The
sample query responses along with URL for demo have been provided (Though very few
demo URL pages are accessible as on date, the survey is worth noting for its contents &
the query response exc‘lmp-les). ' |

Many technology-giants now have research focus on multimedia / video
refrieval techniques. The multimedia information retrieval issues and recent research
publications covered in the IEEE special issue on Advances in Multimedia information
Retrieval {April 2008) have been summarized in the editorial article [Hanjalic, 2008].
- Similarly, the editorial article of special issue on Recent Advances in Image and Video

Retrieval, in prdc:eedings of IEE, 2005, summarizes the papers of the issue [O'connor,
2006].
The video-frame based image analysis as the application for video abstraction /
-video summary has been overviewed in [Li, 2001] along with list of major players in the
field. '

2.8 Our Observations ;
The observations learnt and derived for CBIR are as under.
o ‘Proper' segmentation is a mandatory requirement for feature extraction.
The word ‘Proper’ is subjective and depends on image characteristics and
' categories of images. Improper segmentation leads fo under-
segmenmﬂdn / over-segmentation of the image under consideration.
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»Minimizaﬁo_n of over segmentation sometimes leads to under
segmentation. .
Inter-region 'cnd intra-region texture & ilumination variations are root
causes of over-segmentation.
- The segmentation algorithm should not be very sensitive to such variations.
- - The automatic, non-parametric generic segmentation algorithm should
be multi-scale / hierarchical to ' accommodate image characteristic
variations. ‘
The performance of region matching algorithms greatly depends on the
~ quadlity of segmentation. V |

o Region matching based techniques are characterized by

tmdge comparisons by parts - may not be suitable to some categories of
images. _ '

Finding best matched region by performing one to many region-attribute
compariéon foces the chdﬂenges of resolving clash to determine best
matched region and accommodating color / illumination / shape /
spatial location changes in the region.

o Proper identification of regions constituting object(s) is the second most
important requirement. The process of region-identification may be
characterized by region merging / region separating / region propagating /
region eliminating operations. ) '

o The user interaction (intervention) in a form of relevance feed-back generally
improves the pérformcnce by accommodating variations in images and by
overcoming limitations of algorithms. ,

o Stringent image-feature descriptors or strict similarity constraints end up into
poor recall with higher precision, assuming other conditions favorable and |
constant. Broad image-feature descriptors or relaxed similarity measures
improve recall by sccriﬁcing precision. {(Examples of broad image-descriptors
are — histograms, color quantization based features, concept descriptors etc.
A Gabor filter applied at various orientations for texture description is an
example of stringent image feature. )

o Recdll irriproves’ if a technique is capable of taking care of variations in color

/ llumination / poses / shapes in similar images.
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o Precision improves if a technique is precise in feature extraction and similarity
measures.

o One of the objectives for a design / implementation of a good CBIR system
would be ‘To retain maximum precision for higher recall in a large image
database consisting of variety of images’.

o And, exhaustive testing of methods on variety of image categories is

necessary for proving applicability and suitability.

2.9 Our Approaches

The theme of our approaches is "Relaxed feature description for better Recall
and simultaneous emphasizing of reliable processing of cues leading to precise feature
extraction for better Precision”.

Our approaches follow two streams of techniques. The first one is based on
broad color feature descriptors called color codes, which is a simple and
computationally efficient fechnique, suitable for image comparison on a broader scale,
on the basis of color comparison without considering shapes. The approach is suitable
for finding near-similar images having nearly similar color distributions. The second
approach emphasizes reliable processing of low level cues for precise and well
localized prominent boundaries detection eventually leading to foreground extraction.
The extracted foreground is compared on basis of shape - correlation and foreground
color codes. The composite approach consisting of foreground shape and foreground
color codes provides selectable proportion of weights in composite similarity measures
enables users to match the need based on category of query image. The exclusion of
background and corresponding features enables object based search for image
refrieval. The foreground detection based face extraction method for similar-face-
image retrieval from the image containing complex-background has been presented
as an application-specific CBIR, illustrating effectiveness of various proposed algorithms.

Our approaches address some of the issues observed by Theo Pavlidis, described
in Section 2.3:

o The proposed segmentation method yields good results for wide categories of

images enabling foreground (objects) extraction by separating background

and facilitating foreground comparison instead of comparison of whole
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images. (Addressing of segmentation and object based search issues cited in
Section 2.3)

o The foreground extraction method meets the challenges offered by
llumination / pose / viewpoint changes.

» The other approach enables whole image comparison for image retrievadl
based on broad image-feature descriptors (Color Codes) giving user a
selection for foreground or whole image based searches depending upon
user's intentions.

Additional characteristics of the approaches are,

o Broader color descriptors — color codes are less sensitive to illumination and
color variations up to certain extent, a very helpful characteristic to improve
recall.

o The reliable processing yielding precise prominent boundaries & foreground
shape combined with broader color descriptors of foreground form a good
proposition for object based image retrieval intfended for improvements in
precision and recall respectively.

o Encouraging results for exhaustive testing of methods on various images.

2.10 Discussion

The road map of development of CBIR techniques began with simple primitive
features based indexing methodologies that later got enhanced with combinational
features. Two maijor issues, semantic-gap and subjectivity of semantics are addressed
by the state of the art technigues. Many state of the art techniques incorporate
iterative relevance feed back from user for refinement of results. Semantic gap bridging
approaches based on fuzzy, evolutionary and neural network have also been reported.
Hierarchical approaches for feature extraction and representations achieve
hierarchical abstraction; help matching semantics of visual perception of human
beings. Several modern techniques focus on improvements on processing of low level
cues so as to precisely extract features. Many state of the art techniques suggest that
semantic domain based image retrieval systems, comparing meaningful concepts
improve qudlity of retrieved image set. Effective learning and inferring of meaningful

concepts may get proved critical for such systems.
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: The.propkosed,combinqﬁon of reliable processing leading to precise feature -
extraction and broader color descriptors applied to foreground shape leads fo
encouraging results for foreground based image retrieval for better precision and recal
measures. The results va proposed independent approaches, based on — whole image
color codes, foreground shape and foreground color codes have shown applicability
and suitability of the methods for image refrieval. Various proposed methods put
together for development of application Spedﬁc CBIR - similcxr~fccé~imqge retrieval for
images containing complex background, produces resulis endorsing the effectiveness

of methods.
2.11 Concluding Remark

The state of the art image refrieval techniques have o vast scopé of under-going

significant fechnical evolution...
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3. Technical Background

3.1 Introduction

The chapter briefly covers wavelets, continuous wavelet transform, discrete
wavelet ’grcmsform and stationary wavelet transform. It also includes image retfrieval
performance measures - Precision and Recall along with Precision-Recall curves
presented as performance evaluation measures of various a!gorithms. The watershed
region related issues are covered Icsﬂy in the chapter. The prominent boundaries
de\‘écﬂon and prominent boundaries detection based algorithms incorporates
stationary Haar wavelet decompositions at different levels. The watershed fransforms

and prominent boundary has been utilized in foreground revealing method.

3.2 Signal Analysis

Fourier fransform is a fime domain to frequency domain transformation that
represents a signal Qnder consideration into harmonics of sinusoidal having different
frequencies, amplitudes and phases. As the signal is being transformed into frequency
domain, the powerful fransformation has a serious drawback of not retaining time
information. Hence, time localization of an instance of an event cannot be detected

~and analyzed with Fourier transform. To overcome this shortcoming, Gabor proposed
Short-time Fourier analysis using windowing a signal under consideration. The W?ndowed
signal is analyzed using Fourier analysis giving frequency domain representation of a
~ windowed signal by retaining time information. The accuracy of detection of the
instance of an event depends on the size of the selected winddw and the frequency
content of the signal. For all practical non-stationary signals, a fixed sized window is not
suitable and adaptively adjusting the window size is difficulf. Hence, short-time Fourier
analysis is not suitable for many applications.

The solution to the question of detecting time-instance of an event is Wavelet
analysis. As the name suggests, Wavelets are small time limited waves having zero

average value. Different types of available wavelets are shown in Table 1 and mother
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wavelets dnd corresponding scaling functions in Figure 6. These wavelets are the basis

function for wavelet analysis. The wavelet analysis represents signal with scaled and

shifted versions of mother wavelets,

3.2.1 Types of Mother Wavelets

Different wavelet families and corresponding mother wavelets are tabulated
‘below. ** following wavelefs in the last column of the table indicate a wavelet being a
part of an infinite family of wavelets.

Table 1. Types of Wavelets.

Mother
gg V\;g\r;ei:if Abbreviations Wavelets
names
1 Haar haar
. dbl db2 db3 db4 db5 dbé db7db8
2 Daubechies db db9  dbl0 db**
Symlets sym zzmg* sym3 sym4 symb | symé sym7 syms8
4 Coiflets coif coifl _coif2 coif3 coif4. coifs
bior1.1 biort.3 bior1.5 bior2.2 bior2.4 bior2.6
5 BiorSplines bior bior2.8 bior3.1 bior3.3 bior3.5 bior3.7 bior3.9
‘ bior4.4 bior5.5 bioré.8
rbiol.1 rbio1.3 rbio1.5 rbio2.2 rbio2.4 rbio2.6
) ReverseBior rbio rbio2.8 rbio3.1 rbio3.3 rbio3.5 rbiod.7 rbio3.9
2 rbio4.4 rbio5.5 rbicé.8
7 Meyer meyr
8 DMeyer “dmey :
Gaussian gaus gausl gcusz**gcuss gausd gausbgausé gaus/
gaus8 gaus
10 | Mexican_hat mexh
11 Morlet morl
12 Complex cgaulcgauv2cgaudcgau4 cgaus cgau**
. gaus
Gaussian ,
13 Shannon shan shani-1.5 shani-1 shan1-0.5 shanti-
0.1 shan2-3 shan**
14 Frequency fosp fospl1-1-1.5 fbspl-1-1 fbsp1-1-0.5 fbsp2-1-1
v B-Spline fosp2-1-0.5  fbsp2-1-0.1  fbsp**
15 Complex cmorl-1.5  cmorl-1 cmorl-0.5 cmori-0.1
cmor _
Morlet cmor* :

3.2.2 Example - Mother Wavelets & Scaling Functions

» Thé mother wavelets ond.corresponding scaling functions are plotted with the

help of Matlab functions and shown below in Figure 6.
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Figure 6. Mother Wavelets and Corresponding Scaling Functions.
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Figure 6 (Contd). Mother Wavelets and Corresponding Scaling Functions.

The Haar mother wavelet function ijj(x), also known as dbl mother wavelet, can
be described as

tpb(x) = 1, if x e [0, V2[,
ipx) = -1, if x e [1/2, 1], (3.1)
ifilx) = 0, otherwise.

and its scaling function cp(x) can be given as
cpfxf - L, if x e [0,1], (3.2)
cp(x) =0, otherwise.
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Haar fﬁofher wavelet is the simplest and the first wavelet. The step like wavelet and
simple scaling fﬁncﬁons are shown in-Figure 6 (q).
3.2.3 Continuous Wavelet Transform
Continuous Wavelet fransform (CWT) is defined as
Cla,b)= j: @(t) ¥(a, b, 1) dt (3.3)
Whefé,
C is the wavelet coefficients characterized by scale a, and shift b.
@ (t} is a function, whose wavelet transform is sought.
¥ (a,.b, 1) s a mother wavelet that is scaled and shifted for coefficient
computation.
Thus wavelet coefficient at given scale and shift is computed by’mu!ﬁpiying @ (1) with
scaled and shifted version of mother wavelets and -summing up the results in other
words, @ (1} is convolved with 's'ccled and shifted version of ¥{a, b, ) for a given scale a
and shift b. FigUré 7 [Ho, on line] shows scale and shift operations on mother wavelet.
The scale and shifts are contfinuous in the CWT resuilting into production of a large
number of wavelet coefficients. These computations are not only computationally-

expensive, but dlso more than enough for majority of practical applications.

o[ ~ |

scale Y¥(t) .
j =0 | . ' t
— Y(2t)
: ' ] | -
i=1 | ¥(t-1)

' 1 ,
- Yy (4t) ,

v(de1)
S -

¥(41-2)

Y(4t-3)

-
-

Figure 7. Shift and Scale Operation on Mother Wavelet {Ha, on line].
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3.2.4 Discrete Wavelet Transform (DWT) & Stationary Wavelet Transform (SWT)

The Discrete Wavelet fransform selects scale and shifts based on power of 2 to
have faster and accurate enough transform with reduced number of wavelet
éoefficienfs. Figure 8 illustrates DWT operation. The classical Discrete Wavelet Transform
(DWT} at each level cohvolves the signal with low and high pass fitters and then
performs decimination operation o generol!y discard odd coefficients and preserve
even ones. The DWT decomposes' sampled signal into approximate and detailed
components. The filter pair is designed corresponding to the mother wavelet under
consideration. These coefficients are down sampled by a factor of 2 by generally
discdrding every odd coefficient. This process is knbwn as decimination operation. The
approximate and detqail coefficients have half the length totaling same number of
coefficients as original number of samples. The c:pproximo’reA coefficients are low
frequency components whereas detail coefficients are high pass counter parts. The
mathematical mode! for computation and infarpretoﬁon of muilti-resolution signal
decomposition as wavelet representation and the extehéion of orthogonal wavelet

representation forimages was propbsed in [Mallat, 1989]. -

Sampled
Signal

4

Filter pair

Low pass | High pass

y A
Decimination Operation

Approximate Detail
Coefficients Coeflicients

Figure 8. Block diagram for DWT.
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. The approximate coefficients can be further decomposed into approximate
and detailed coefficients of next level, producing multi-level DWT as shown in Figure 9.
The resultant tree known as wavelet decomposition free that is useful for hierarchical
dncﬂysis. The one!eT synthesis reconstructs Thek signal using wavelet coefficients, up-

scmp!ing and complemehfcry filters.

‘Sampled
Signal

A 4
Decompasition
atlevel 1

y A 4

APPRrox. Detail
Coeff. Coeff.

A A 4

Decomposition .
at level 2

h 4 h 4

A ApPprox. " Detail
Coeff Coeff

v

Figure 9. Wavelet - Multi-level Decomposition.
Maximum number of levels in DWT and SWT for given sequence of length N is

J =logz (N} as given in [Nason, 1995].
The coefficients for DWT, as denoted in [Nason, 1995], }
ci=DoHcH* and di= DG ¢ forj=J-1,1-2.....0 A , (3.4)
Where, |
¢’ s initialized with original sequence data. .
Do is @ binary decimination operator, keeping even indexed coefficients in fhe
sequence. o ‘ |
His alow pass filter producing approximate (smooth) coefficients ci.
G is a high pass filter producing detailed coefficients di .
Decimination operation of DWT given in (3.4) causes length reduction of vectors ¢ and
d by a factor of 2 at every level which makes DWT unsuitable for the proposed method.
The length reduction in the vectors introduces difficulties to exactly map the boundaries

on to the image. So, the method incorporates SWT where there is no decimination
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opéfoﬁon involved for coefficient computations resulting info same length vectors of

coefficients at all levels.

The coefficients for SWT, as denoted in [Nason, 1995],

HU-HG! Ond b= G-l giforj=JJ-1,...,1. (3.5)

Where,

ol is initialized with original sequence dcs‘fo

H & 11is a low pass filter used at 1evei j for producing approximate [smooth])

coefficients af . -

G [4-ilis a high pass filter used at level j for producing detailed coefficients bi.
vT}Hé H and-G are required to be modified at eVéry level so as to have length N for
approximate and detailed coefficients, same as the length of original data.

b)

Figure 10. Decomposition with Discrete Haar Wavelet and Discrete Stationary Haar Wavelet. (a) Original Image. (b) DWT -
Haar decomposition at level 1, from left to right - Approximate, Horizontal, Vertical and Diagonal coefficients (¢} SWT ~Haar

decomposition at level 1, from left to right Approximate, Horizontal, Vertical and Diagonal coefficients

) The qualn‘chve comparison of results of SWT and DWT decompaositions with Haar
mother wavelet at level 1 are shown in Figure 10. The decimination operation of DWT
halves the size of the coefficients discarding half of the information. The effect of
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diséarding the coefficients can be compared with corresponding coefficients achieved
with SWT. The prominent boundary detection technique makes use of SWT with Haar.
The performance comparison of other type of mother wavelet in prominent boundaries

* detection can be a future enhancement of ’rhe work.

3.3 CBIR Performance Meqsqres

The precision, recall and F-measure are used to measure performance of CBIR
algorithms / systems.
3.3.1 Precision , »

It is a measure of exactness {accuracy) in fhe refrieved results indicating how _
many retrieved images are relevant, given by a ratio of no. of retrieved relevant images
over total no. of refrieved imcges; The maximum valve 1 indicates all retrieved images

are relevant,

Where,

rr - No. of retrieved relevant images

total - Total no. of retrieved images
3.3.2 Recdll

It is a measure of comprehensiveness of correctly retriéved images indicating
how many relevant ifnoges are retrieved, given by a ratio of retrieved relevant images
over total relevant images in the data base. The maximum valve 1 indicates all relevant

images in the database have been retrieved.

Where,
r— No. of retrieved relevant images

Total —- Total no. of relevant images in the database
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Ideal Precision - Recall Curve

2

Precision
P

0

Figure 11. Ideal Precision Recall Curve

3.3.3 P - R Curves

The precision - recall curve for a given query image is plotted for different
parameters / thresholds of the retrieval algorithm. The ideal precision-recall curve is
shown in Figure 11. It indicates that all retrieved images must be relevant giving
precision as | for all values of recall. Recall value less than one indicate that some
relevant images of database are missed, but all retrieved images are relevant as per
ideal P - R curve. The best case scenario is precision | for recall | indicating all and only
relevant images of the database have been retrieved. But, it is impossible to achieve
ideal P-R curve for large image database. The precision falls non-linearly for higher
values of recall in practical P-R curves. Increase in recall means an attempt to include
missed relevant images. This attempt, in general, does not include only missed relevant
but also includes new irrelevant images in the retrieval, decreasing the precision. Thus,
better precision for lower recall and lower precision for higher recall is the characteristic
of a practical P - R curves. So, precision and recall both cannot be high - ideally
approaching to 1. Improvement in one measure compromises the other. The point
B (0.8, 0.4) indicates that 80 % of relevant images form the database is retrieved with
40% of precision, i.e. out of total retrieved images, 60% images are irrelevant. The point

A (0.6, 0.6) corresponds to better precision at the cost of recall compared to point B, i.e.
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Iésser irelevant images are retrieved and missing more relevant images of the
database.
3.3.4 F- measure

it is a harmonic mean, combining precision and recall to describe a single

" numerical value, given as [Petrakis, on line]

2 ‘
I e ——— ’ ) ! . (3.8)
(1/r+1/p) '
Where,
r -recall
p - precision

The ideal value of precision and recall gives F measure as 1. Though F measure value -
does not indicate contribution of r and p. it is a single numeric value indicating
performance measure of CBIR - higher the F-measure, better the performance.

The other important factor for P —R c:urvé is the size of image database. For
smaller databases, the P - R curves are likely to be better than that of larger image
databases.

3.4 Watershed Regions and Issues

Watershed algorithm can be applied to segment intensity or binary images. The
algorithm finds local minima forming catchment basins to determine segments of the
image. The watershed function of Matlab RMvcppIied to segment intensity / binary
images shown in Figure 12. The segmentation results are shown in the adjacent column.
The segmentation results are appropriofe for image of Figure 12 (a), where region
boundaries are horizontal / vertical and of one pixel width. The watershed function
does not segment infensity image of Figure 12 {b) appropriately. The regions surrounded
by one pixel wide non-vertical and non-horizontal boundaries have not been resulted
info segments despite cohsidering 8- pixel connectivity (A Matlab-bug?). Figure 12 (¢} is
yet another typical image having two intensity regions surrounded by black boundaries.
The watershed algorithm does not perform as expected for a region having same
‘infensity value for all pixels belonging to the region. {2} So is the case for binary
equivalent image of Figure 12 (c), shown in Figure 12 (d}. The same binary image, ff

labeled with bwlabel function, gives correct segmentation as shown in Figure 13. The
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watershed algorithm implementation of Matlab R14 does produce expected
segmentation for region boundaries of width greater than | pixel. But it is prone to
erode a patch of region having same intensity values. Thus, watershed algorithm
implementation of Matlab R14 adds to the challenges for achieving proper

segmentation.

@)
Intensity Image
&
Corresponding
Watershed
Regions

)
Intensity Image
&
Corresponding
Watershed
Regions
(©
Intensity Image
&
Corresponding
Watershed
Regions
()
Binary Image &
Corresponding
Watershed
Regions

Figure 12. Watershed Regions - Issues

Binary Image &
Corresponding labeled
regions without using
watershed function

Figure 13. Correctly Labeled Regions without using watershed transform

3.5 Concluding Remark

Major related technical issues have been briefly presented ...
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4. Edges & Prominent Boundaries
Detection

4.1 Introduction ‘ o

- The chapter covers proposed novélir‘.'nje':’fhod for deteé}ing'f’:;ércep'ruot—edges and
the qualitative comparison of resqltls.w:i’f_ﬁ-.edge response of Ieéding tools Adobe
Photoshop, MS Photo Editor dnd ACD Phog‘é’Editor. The method results for detection of
edges and thin edges, inc'orporcﬁng,diff_e:rgnt levels “of sfqﬁonéﬁv, Haar wavelet
‘.deCOmposiﬁons are 'compcred, cndiyzed‘( V.c:rid pre,s‘en’red,‘ fﬁe ‘method results
oufperf'orm‘ others detecting percepfuclly»sibnificaht edgés, prOVing"ffs suitability for
edge features exfrdcﬁon, object detection & identification. The thinned edges can be
utilized further to reduce over-segmentation produced by watershed transformation,
suggested as one of the future enhancements o.f"rhe proposed work.

The later portion of the chapter includes a proposed novel method for
ccxfegérizing visually prominent and non-prominent boundaries from candidate
boundaries by considering pfominence measures. The method resulls for various
categories of images inclusive of standard databases [Fowlkes, on line] [Martin, 2001]
[Wang. 2001] [SIMPLIcity, on Iine} [Everingham, on line] [MedPics, on line] are presented
and qualitatively compared wn‘h human segmented images of standard database
[Fowlkes, on line] [Martin, 2001]. The reliable processing of low level color cues results
into precise, well localized formation of prominent boundaries.

4.1.1 Key Terminologies

Contours: Contours c:re' closed curves defining points of equal alfitude (height/level).
For a given channel, contours are generated by finding contour vertices (xi, yi} such
that they form a closed curve and are at the same altitude. Here altitude for a channel
under consideration refers to value of R / G / B / Gray component. For individual
channel, the input matrix is treated as a regularly spaced grid, with each element

connected to its all 3 neighbors forming a surface. These 4 neighbors constitute a cell.
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k At gAivenA height, contour vertices are found by performing a linear interpolation to
locate the point at which the contour crosses the edges of the cell. Such contours at
different and muitiple heighﬂ‘scre found & processed for all 4 channels. Figure 16 shows
contours fér respective channels.

Proximity influence: Proximity influence is a unit influence induced by a contour vertex
to its nearest neighboring pixel. There can be muiltiple contour-vertices near a given
pixel. Thus, prominence medsuré at c'given pixel is proportionate to total proximity
influence induced by all such contour vertices. Such measure is computed for all pixels
of the image. E.g., let us consider two contour 1 & contour 2. Say, contour vertices A & B
are on contour 1 and,confour vertices P & Q are on confour 2. If M (x, y} is the nearest
pixel of B; N(x-1, y-1} is the nearest pixel of say A & Q both; and O{x, y-1) is the nearest
.pixel of P then, B will induce proximity influence on M; A & Q will induce proximity

influence on N; and similarly P will induce on O.

4.2 Bloék Diagram - Edges and Prominent Boundaries Detection

The block diagram for edges detection and prbminem‘ boundaries detection
methods utilizing S’raﬁonary Haar wavelet based decomposition at various selected
levels, contour detection at multiple levels and prominence measures is shown -in Figure
14. -The selection of wavelet level is performed with the help of GUI (Graphical User
Interface). The level is to be selected based on image characteristics, categories,
resolution and scale of segmentation. Lower level Haar results in to more number of
contours / edges: E.g. Figure 20 {d} contains more edges compared to that of Figure 20
{9) detected with Haar SWT at level 1 and level 2 respectively.

After reading required inbu‘r selected by user with GUI in first block, the next block
performs basic operation of color channel separation. The wavelet decomposition at
selected level is performed by the respective block. The contours at multiple levels are
detected and processed for all four channels as explained in Section 4.1.1.

The prominencé measure is utilized for edge detection and prominent
boundaries detection as shown below. The block named Prominence Measure
Computation of Figure 14 takes input from Contour Detection & Processing block and

finds Prominence measure for all pixels for all four channels.
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Reader Color Channel Wavelet.
{Image Name, * Separation & Decomposition || _Confour
Wavelet Level, [~  Gray Intensity Detection &
Wavelet Flag, Computation ,| Processing
Imaae) - »
‘ .
Prominence
Edgg Measure
Formation Computiation
y A
Y , Prominent /
Thin Edge Non- prominent
Detection Boundaries
Separator

Figure 14. Block Diagram — Edge and Prominent Boundaries Detection.

43 Edge Detection

The local éo!or cue based candidate boundary detfection incorporating
stationary Haar wavelet decomposition at vario_us levels and thresholded prominence
measures are used for detecting edges in color images in the proposed method. The
non»hqmogeneous inter-tuples and non-uniform intra-tuple conftributions of RGB tuples
for conception of perceptual-edges are exploited in the edge detection method from
candidate boundaries for coldr images. Refer Figure 16 and Figure 17 for example. The
table-top boundaries in the original image are perceptudlly significant, as can be seen
in the original image of Figure 15-(a). The intra tuple values and inter tuple values of
pixels constituting these boundgries are such that the Red channel confributes the least
for forming the perceptually significant edges as shown in the Figure 17 (a) left,
corresponding to edges for Red channel where in table-top edges are not well defined.
The Algorithm 1 exploits this characteristic of non-uniform contribution {without c:xc"fuclly
measuring it) to enforce four channel-processing to yield reliable processing. |

Many state of the art techniques for image content analysis are enforcing

reliable and precise processing of low level cues for extracting features, as that has

been proved to be very crifical for over-all performance of the applications. The edges

in the image can be treated as primitive features useful for deriving other features like

contours, regions & object boundaries, shapes etc. The performance of edge
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detection method is challenged by image characteristics like image resolution, textures,
variations in illumination etc.. .

The traditional gradient based edge detection techniques which examine a set
of pixels fér abrupt intensity changes are characterized by generation of large number
of edges due to textures or color variations ending up into a difficult task of linking
edges for forming boundaries by minimizing over segmentation. The state of the art
' Techhiques examine color dnd'/ or texture channels for edge detection. forming
boundaries / contours / regions finally leading to image segmen'rdﬁon. The proposed
method addresses the problem in a hierarchical framework and incorporates stationary
Haar wavelet decomposiﬁons at various levels, candidate boundaries and proximity
influence for edge detection. The candidate boundaries and thresholded prominence
nheasure produce edges which are not necessarily thin. These detected edges o’re»
thinned by performiAng a series of rhorphoiogicol operations of Matlab R14 on
threshqlded prominence measure. The local color cues used to form candidate
boundoriés ensures reliable processing of low level cues. The results are qualitatively
compared with edge detection response of leading DTP and image processing tools for
i) detection of perceptually signiﬁcanf edges ii) elimination.of insignificant edges iii)
detfection of edges pertaining o region / .object boundaries iv) preservation of
continuities of detected edges on images of databases [Fowlkes, on line] [Wang, 2001]
[SIMPLIcity, on linej.

4.3.1 The Method

The multi-resolution éigna! decomposition as wavelet representation and the
extension ‘of orthogonal wavelet representation for images was proposed with
mathematical model for computation and interpretation in [Mallat, 198%]. The classical
Discrete Wavelet Transform (DWT) convolves the signal with appropriate low and high
pass filters followed by decimination operation to keep generally even indexed
elements and discard others by halving number of elements at each stage. The
stationary Wavelet Transform (SWT) as proposed in [Nason, 1995], convolves signal with
appropriate high pass and low pass filters without performing decimation operation for
producing two sequences for the next level. The shor’réoming of shift-invarientness of
DWT is overcome in the SWT [Nason, 1995]. The proposed method makes use of

stationary Haar wavelet transform at various levels [Mallat, 1989] [Nason, 1995]. Refer to .
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Section 3.2 for related technical details. Equations 3.1 and 3.2 describe the Haar mother

wavelet function y(x) and its scaling function ¢(x) respectively.

The method uses RGB color model. As analyzed empirically, the contribution of

RGB tuples for constituting boundaries is non-homogeneous inter-tuples wise and non-

uniform intra-tuple wise. The candidate boundaries are closed contours of pixels forming

perceptually significant and insignificant boundaries, incorporating decomposition of
the image intfo approximate and detailed (vertical, horizontal & diagonal) coefficients
by applying stationary Haar wavelet transform at various levels for RGB color and gray
channels. The prominence measure based edge detection is followed by
morphological operations to get thinned image of one pixel width. The steps of the
proposed method for detecting edges and thinning of edges are as under. Refer Figure

14 for corresponding block diagram.

Step 1: Read Image name, wavelet decomposition level, and wavelet flag selected by
a user with the help of Graphical User Interface.

Step 2: Read RGB colorimage | (x, Y. z) mxnxs. Separate each color channel.

Compute intensity values for gray channel of the image.

Step 3: If wavelet flag is 1, resize image for height and width to make them integer
power of 2 by zero padding.

Step 4: If wavelet flag is 1, apply stationary Haar wavelet transform at given level to
decompose R, G B & Gray color channels, info approximate and detailed
coefficients. Let us denote them as Aj, Hi, Vi and Di as approximate coefficients,
horizontal, vertical & diagonal detailed coefficients respectively at level j for
given color channel ¢, where 0 < c < 5.

Zd={Ai, Hi, Vi, Di}, j>0.
Step 5: Initialize prominence measure to zero
U(xy)=0
For First color channel and wavelet decomposed image,
Step 6:Find contours at multiple levels.
Let such set be Cek = {(xi. yi) «}, i, k> 0.
(Refer Figure 15 for the results.)
Here, k denotes index of a contour,

i denotes index of a vertex for a given contour Ck
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Step 7. Merge all contours into one data structure.
Find length of each contour.
Lex = length (Cex).

Exclude contours having L« < contour_length_threshold.

Call remaining contours as candidate boundaries, denoted as C'ek.
(Refer Figure 16 for the results.)
Here merging refers to storing of contours of all different levels into cell data
structure.
Step 8: Update prominence values U(x, y} at all pixels for all vertices of C'c.
Each vertex of C'einduce proximity influence to its nearest neighboring pixel.
Prominence value at given coordinate (x, y) gives total of induced proximity
influence.
Step 9: Map C'« to produce binary image consisting of on pixels corresponding to the
vertices of C'c. (Refer Figure 17 for the results.)
Step 10: Repeat steps 6 to ? for all channels.
Step 11: Apply operator y to threshold and map U(x,y) on the image I{x, v, z) to get
edges-mapped image I'(x, y, z) and binary image BW(x,y), given as
' {x.y.2z) =U{X y) % l{x, vy, z) such that
I'(x, v.2) =Hx. v, z), if U[x, y} > prominence_threshold
and I (x, v, 1) = {255,255,255}, otherwise.
BW(x, vy} =1, ifU(x, y) > prominence_threshold
and BW(x,y) =0, otherwise.
(Refer Figure 18 (a) Right for the results.)
Step 12: Perform thinning and bridging morphological operations to get thinned image,
given by
BW (X, y) = A BW(x, y)
Where A denotes thinning and bridging morphological operator. Thinning
operation is to thin objects to lines by removing pixels so that an object without
holes shrinks to a minimally connected stroke. Bridging operation bridges
unconnected pixels, that is, sets 0-valued pixels to 1 if they have two nonzero
neighbors that are not connected.
(Refer Figure 18 (b) Left for the results.)

Algorithm 1. Edge detection and thinning
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The step 2 and step 3 are omitted if wave flag is set to zero and remaining steps
are performed on RGB and gray channels without performing wavelet decomposition.

Thus, the method considers prominent boundaries and proximity influence
induced of all four channels for edge and thin-edge detection. The method is novel for
detecting edges from candidate boundaries by considering proximity influence. The
approach eliminates insignificant edges and detects significant ones. lIts suitability for
hierarchical approach using SWT permits multi-resolution analysis required for images of
different characteristics. The produced results are better than those produced with
professional softwares for detecting visually significant edges.
4.3.2 Step-wise Results of the Method

The stepwise results are shown below for an image of Pascal image database
[Everingham, on line].

Figure 15. Contour Detection . (a) Original Image [Everingham, on line], (b) Left, (b) Right, (c) Left, (c) Right: Contours of Red,

Green, Blue and Gray channels respectively.
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The image depicted to illustrate the results possesses multiple typical challenging
characteristics like multiple sources of lights - point and distributed, producing
illumination variations, shadows & reflection of light, different texture zones with
illumination, color & color tone variations, combination of typical colors of regularly &
irregularly shaped natural & man-made objects. The detected contours for RGB and
gray channels are shown in Figure 15. The detected contours are large in numbers and
densely placed, particularly in textured regions. The location changes of many
contours produced in different channels should be noted, implying i) non-uniform
contribution of different color channels for constituting prominent-real boundaries ii) one
of the causes for over-segmentation.

The Figure 16 shows results of processed contours of Figure 15 obtained by
eliminating very small contours produced due to textures or slight variations in intensity.
The elimination of such small contours is visually apparent in the textured zones of the
image.

Figure 16. Processed Contours - Candidate boundaries, (a) Left, (a) Right, (b) Left, (b) Right: for Red, Green. Blue and Gray
channels respectively.
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The vertices of processed contours of all channels are mapped to form binary images
as shown below in Figure 17. An attempt to combine these binary output images to a
single image for segmentation will lead to over-segmentation of the image.

Figure 17. Binary Images: Edges from contours, (a) Left, (a) Right, (b) Left, (b) Right: for Red, Green, Blue and Gray channels
respectively.

The Figure 18 (a) Left is the binary image produced by thresholding prominence
measure which is mapped to image as shown in Figure 18 (a) Right. Note that the
contrasts of Figure 18 (b) are altered manually for clarity in presentation. The
morphological operations - thinning and bridging produces thinned image of one pixel
width as shown in Figure 18 (b) Left. The Canny edge detection response on binary
equivalent of thresholded prominence measure is shown in Figure 18 (b) Right for the
comparison.
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bA-edge ‘rom acc umulator can

Figure 18. Edges, (a) Left: Thresholded prominence measure, (a) Right: Edges- mapped on image, (b) Left: Thinned edges,
(b) Right: Canny edge detection.

4.3.3 Results - Edge Response Comparisons

The results for representative test images are shown in Figure 19 to Figure 21 for
qualitative comparisons with the edge detection response of various leading software
tools. The candidate boundaries of only gray channel, mapped on images are shown in
all Figures. The edge and thin edge detection response take into account candidate
boundaries and proximity influence of all channels. Figure 19 and Figure 20 show result-
comparison for stationary Flaar wavelet decompositions at levels | & 2 whereas Figure
21 gives qualitative comparison of results for stationary Haar wavelet decomposition at
levels 2 & 3 with those of ACD Photo Editor, Adobe Photoshop and MS Photo Editor.
Figure 20 (d) and Figure 20 (g) are corresponding thinned edges obtained from
detected edges by applying Stationary Flaar wavelet at level | and level 2 respectively.
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Similarly, Figure 21 (d) and Figure 21 (g) are corresponding thinned edges obtained from
detected edges by applying Stationary Haar wavelet at level 2 and level 3 respectively.

The salient characteristics of representative test images are listed in Table 2.

Table 2. Test Images & Their Performance Challenging Salient Characteristics.

Figures Salient characteristics
Low resolution natural image of SIMPLIcity [Wang, 2001] [SIMPLIcity, on line]
19(a) database; Presence of two distinct background regions; one forming high
- Left contrast with the fore-ground object whereas the second forming low contrast
with the fore-ground object; Inter-region illumination variations.
19(a) Low resolution natural image of SIMPLIcity [Wang, 2001] [SIMPLIcity, on line]
Right database; Presence of significant intra-object edges; Smooth color variations.
Resized image - 1/10 of original high resolution image captured by an
20 (a) amateur; Textured back-ground; Smooth color variations in the foreground
objects.
Higher resolution image [Fowlkes, on line] [Martin, 2001]; Presence of variety of
21 (a) texture zones. Presence of large number of perceptually significant as well as

insignificant edges; Inter-region illumination variations.

Figure 19. Edge Response Comparison, (a) Original images [Wang, 2001] [SIMPLIcity, on line].
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boundaries

Figure 19 (Contd.). Edge Response Comparison, (b) Candidate boundaries incorporating stationary Haar decomposition at level
1. (c) Detected edges from (b). (d) Candidate boundaries incorporating stationary Haar decomposition at level 2. (e) Detected

edges from (d).
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Figure 19 (Contd.). Edge Response Comparison, (f) Edge detection with ACD Photo Editor, (g) Edge detection with Adobe
Photoshop, (h) Thick Edge detection with MS Photo Editor, (i) Thin Edge detection with MS Photo Editor.
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Figure 20. Edge Response Comparison, (a) Original image, (b) Candidate boundaries incorporating stationary Haar
decomposition at level 1. (c) Detected edges from (b). (d) Thinned edges corresponding to (c). (e) Candidate boundaries
incorporating stationary Haar decomposition at level 2. (f) Detected edges from (e). (g) Thinned edges corresponding to (f).

(h) Edge detection with ACD Editor.
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Figure 20 (Contd.). Edge Response Comparison, (i) Edge detection with Adobe Photoshop, (j) Thick Edge detection with MS
Photo Editor, (k) Thin Edge detection with MS Photo Editor.

Figure 21. Edge Response Comparison, (a) Original image [Fowlkes, on line] [Martin, 2001]. (b) Candidate
boundaries incorporating stationary Haar decomposition at level 2. (c) Detected edges from (b). (d) Thinned edges

corresponding to (c). (e) Candidate boundaries incorporating stationary Haar decomposition at level 3. (f) Detected

edges from (e).
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Figure 21 (Contd.). Edge Response Comparison, (g) Thinned edges corresponding to (f). (h) Edge detection with ACD Editor,
(i) Edge detection with Adobe Photoshop, (j) Thick Edge detection with MS Photo Editor, (k) Thin Edge detection with MS
Photo Editor.

4.3.4 Discussion

0 The edge detection method based on candidate boundaries and proximity
influence of all four channels detects perceptually significant edges, which
are well localized and delineated.

0 The detected edges are not necessarily thinned. The morphological
operations are incorporated to produce thinned edges of one pixel width,

0 The edges mapped on the image and thinned edges incorporating different
levels of Haar wavelet decompositions are suitable as inputs to contour-
detectors for producing continuity preserving closed contours and regions,

0 The edge features may be used to derive shape features of objects.
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The method is well-suited for hierarchical multi-resolution approach for edge
detection leading to image segmentation and object detection &

identification for image content analysis and content based image retrieval,

The seieéﬁon of decomposition level of SWT decides the characteristics of the
significant edges ’rb be detected for meeting requirements of different
cofegones of images, showing its versatility for applications.

The defected edges and thin-edges can be incorporated tfo further reduce
over-segmentation -produced in prominent boundaries detected images,

cited as future enhcncemenf of the proposed work.

 The edge de_feé_ﬁon response analysis of the proposed method, ACD Photo

Editor, MS Photo Editor and Adobe Photoshop was carried out on data set
consisting of more than 300 images of different categories, resolutions and
characteristics.

The professional soﬂWore packages are enough-sensitive (or over sensitive?)
to detect edges constituted due to abrupt changes in color channels /

 textures. The sensitivity results into detection of o large number of edges, of

them, many may not be visually significant. The olgori’rhrﬁ'sf»“for linking and
processing of these large numbers of edges for contour generation /
boundary detection / image segmentation 'moy.be not enly complex but
also computationally expensive. |

The results of the proposed method outperform others for i} detection of
significant perc:veptua! edges i elimination of insignificant edges
corresponding background and foreground textures iii) better preservation of
continuity.

Quantitative analysis for comparison Qf edge responses of ACD Photo editor,

-Adobe Photoshop & MS Photo editor with proposed technique is presented in

Annexure 4 showing better F—measure for proposed method.

Prominent Boundaries Detection

Image segmentation is a process of grouping region-forming pixels, satisfying

single or multiple constraints on various direct or infered cues of image attributes.

Automatic segmentation of images is not only a crucial but also a challénging task. The

precision-recall measures of the image segments significantly reflect the oyerqll

performance of image processing and computer vision applications involving post-
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“segmentation phases. Any segmentation algorithm faces the biggest challenge of
avoiding over and under segmentation — subjective and image category dependent
criterions. Variety of image categories, variations in required segmentation-scales, vast
variations of infer & intra object textures, multiple and occluded objects, changes in the
~inter region illumination conditions and different image resolutions make automatic
image segmentation a difficult challenge. Hence, user specified parameters, user
interactions -of parameters tuning are generally inevitable for beh‘ef performance of any
algorithm capable-of segmenting variety of images.

The bottom-up segmentation approaches rely on pixel level cues or inferred cues
for forrhing and then merging regions. So, any mistake committed at low level
processing of cues, prépogcfes withou{ giving chance for correction, imposing stringent
demand on reliability of low level cués'pfo'cessing mechanisms [Kass, 1988]. Similarly, as
hin_ted in {Arbél’aez, 2009], over segrﬁeh}‘oﬁon is a common problem across feature
clustering based approcc‘hesdnd lack of mechanism for enforcing contour closures
may cause under segmentation resulted by joining regions of leaky contours.

The proposed novel me’rhod categorizes candidate boundaries info
visually-prominent and non-prominent boundones, considering local intensity cues of
multiple color channels and pixel-prominence-values measured as. a function of
proximity-influence. The results of the method with and without incorporating a wavelet
transform are compared for images of different characteristics, types and resolutions.
The method has been exhaustively tested on textured, medical, natural, biometric and
synthesized images for prorhinen‘r boundaries detection and the results are qudlifatively
compared wﬁh those of human segmenfed images of benchmark image-
segmem‘ahon dataset. The results presented show suitability and compatibility of the -
method for detecting prominent boundaries m various images. These boundaries -
forming regions, make the basis for object detection and identification.

The proposed bottom-up approach for prominent boundaries de’rechon with
reliob[e processing of low level cues that preserves non-prominent boundaries. The
approach emphasizes continuity preservation and minimizes chances of contours being
leaky. The separation of non—promihenf boundaries eliminates visudlly insignificant
details as far as the segmentation is concerned. Preserved non-prominent boundaries
may be used for corrections of mistakes and for a multi-scale hierarchical approoch‘of

automatic image segmentation.
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4.4.1 The Method

The proposed method works on RGB color model and produces prominent and
non-prominent contours by classifying candidate boundaries for all three color & gray
channels. Refer to Figure 14 for the block diagram. The steps of the proposed methods
are as follows:

Step 1. Detect Candidate boundaries and prominence measures, as described in

edge detection method proposed in Algorithm 1, Section 4,3.1

( Step | to Step 10 of Algorithm 1)

Step 2: For all candidate boundaries c-c (of all four channels),
Compute number_of_prominent_vertices and total_vertices
Compute ratio = number_of_prominent_vertices / total_vertices

A vertex is called prominent-vertex if prominence_measure at the corresponding

image coordinates is greater than threshold. The subscript ¢ of c'ck stands for the

color channel under consideration and subscript k indicates contour
identification number.
Step 3: Apply a classifier function X to mark and separate prominent contours.

X classifies contours based on contour length and ratio.

If ratio computed in above step is greater than 0.5 and a contour consists of

more than 5 vertices (length), mark the contour as prominent and otherwise as

non-prominent. Let Pc and Nc be a set of prominent and non-prominent contours

respectively, containing classified contours.

Algorithm 2. Prominent boundaries detection.

The feature-preserving non-prominent boundaries are maintained in Nc is a
salient characteristic of the method. Though Nc is not utilized at present, its usage may
be explored.

The Figure 22 shows separated prominent and non-prominent boundaries for all
color channels. As observed, the contribution of different color channels for constituting
real, prominent boundaries is not homogeneous. Processing of any one channel may
not detect a portion of real boundaries leading to under-segmentation of the image.
The method not only provides reliable processing, but also takes advantage of

redundancy of cues for precise, well localized detection of prominent boundaries.
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Figure 22. Prominent & non-prominent boundaries, (a) Original Image [Everingham, on line], (b) Left, (c) Left, (d) Left, (e)
Left: prominent boundaries of Red, Green, Blue and Gray channels respectively, (b) Right, (c) Right, (d) Right, (e) Right: non-

prominent boundaries of Red, Green, Blue and Gray channels respectively.
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4.4.2 Results

The salient characteristics of some of the images of test-set are fdbulafed

below.

Table 3. Categorical Representative Test Images & Characteristics.

Description and salient characteristics of imcges

Figure 23, left

The BSDB test image [Fowlkes, on line] [Martin, 2001], multiple objects,

textured background, natural image.

Figure 23, right

The BSDB test image [Fowlkes, on line] [Martin, 2001}, muitiple objects
covering significant portion of the image, objects touching image

boundaries, natural image.

Figure 24, left

A standard test image.

Figure 24, right

The BSDB test image [Fowlkes, on line] [Martin, 2001], single centrdl]

main object, captured with background softening filter,

hofnogeneous background.

Figure 25, left

A synthesized image, smooth variations of color tones, light reflections

and alphabets of typical colors & type on typical background.

Figure 25, middle

A close-up, resized to 1/8% of original, image captured with high

resolution device having inbuilt image processor.

Figure 25, right

Single central main object [Wang, 2001] [SIMPLIcity, on line], typical

background.

Figure 26, left

An image of regular, repeated shapes [Wang, 2001] [SIMPLIcity, on

line].

Figure 26, right

A biometric image - a finger-print. -

Figure 27, left

The BSDB test image [Fowlkes, on line] [Martin, 2001], multiple similar
objecfs, occluded objects in the object group, partially textured

background, natural image.

Figure 27, right

An image of man-made object [Wang, 2001] [SIMPLIcity, on line].

Figure 28 left, right

The BSDB test images [Fowlkes, on line] [Martin, 2001].

Figure 29 left, right

The PASCAL challenge, 2008, images [Everingham, on line].

Figure 30, left

A medical image with less prominent boundaries [MedPics, on line].

Figure 30, right

The BSDB test image [Fowlkes, on line] [Martin, 2001], single central

main object, reflections & whirls in the water.
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The prominent boundaries and non-prominent boundaries of gray channel,
mapped on images are presented here in Figure 23 to Figure 30 for various categorical
test images for the qualitative comparisons of detected prominent boundaries with
those of human segmented images of BSDB [Fowlkes, on line] [Martin, 2001], The
prominent boundaries detection results with Stationary Flaar wavelet decomposition at
various- levels are shown for the comparison. Figure 28 (c) shows detected prominent

boundaries without incorporating Stationary Flaar wavelet decomposition.

Figure 23. Comparison of human segmented image results with detected prominent boundaries, (a) Original image BSDB

[Fowlkes, on line] [Martin, 2001], (b) Human segmented image BSDB [Fowlkes, on line] [Martin, 2001],
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Figure 23 (Contd.). Comparison of human segmented image results with detected prominent boundaries, (c) Prominent
boundaries incorporating Stationary Haar decomposition at level 2. (d) Non-prominent boundaries.
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Figure 24. Prominent boundaries detection, incorporating different levels of Stationary Haar decompositions, (a) Left - Original
image, (a) Right - Original Image BSDB [Fowlkes, on line] [Martin, 2001], (b) Prominent boundaries incorporating Stationary
Flaar decomposition at level 2. (c) Prominent boundaries incorporating Stationary Haar decomposition at level 3.
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Figure 25. Prominent boundaries detection results - Different categorical images, (a) Left & Middle - Original images, (a) Right
- Original image [Wang, 2001] [SIMPLIcity, on line], (b) Prominent boundaries incorporating Stationary Haar decomposition at
level 2. (c) Non-prominent boundaries.
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Figure 26. Prominent boundaries detection results - Different categorical images, (a) Left - Original image [Wang, 2001]
[SIMPLIcity, on line], (a) Right - Original image, (b) Prominent boundaries incorporating Stationary Haar decomposition at level
2. (c) Non-prominent boundaries.
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Figure 27. Prominent boundaries detection results - Different categorical images, (a) Left - Original image [Fowlkes, on line]
[Martin, 2001]. (a) Right - Original image [Wang, 2001] [SIMPLIcity, on line], (b) Prominent boundaries incorporating

Stationary Haar decomposition at level 2. (c) Non-prominent boundaries.
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Figure 28. Comparison of human segmented image results with detected prominent boundaries, (a) Original image BSDB
[Fowlkes, on line] [Martin, 2001], (b) Fluman segmented image BSDB [Fowlkes, on line] [Martin, 2001], (c) Prominent
boundaries without incorporating Stationary Flaar decomposition, (d) Prominent boundaries incorporating Stationary Flaar

decomposition at level 1. (e) Prominent boundaries incorporating Stationary Haar decomposition at level 2.
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Figure 29. Prominent boundaries detection results - Different categorical images ot PASCAL challenge 2008. (a) Original
images [Everingham, on line], (b) Prominent boundaries incorporating Stationary Haar decomposition at level 1. (c) Non-

prominent boundaries.
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Figure 30. Prominent boundaries detection results - Different categorical images, (a) Left - Original image [MedPics, on line],
(a) Right - Original image BSDB [Fowlkes, on line] [Martin, 2001], (b) Detected prominent boundaries incorporating Stationary

Haar decomposition at level 1. (c) Non-prominent boundaries.

4.4.3 Discussion

o The detected prominent boundaries are well-localized and well-delineated,

o The processing of low level cues generating multiple candidate boundaries
enforces reliability for categorizing prominent boundaries with continuity
preservation.

o Categorization resulting into exclusion of non-prominent boundaries separates
insignificant features from significant ones (from segmentation point-of-view).

o The Stationary Haar wavelet decomposition and detected prominent
boundaries at various levels make the approach suitable for multi-scale

hierarchical image segmentation.
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o The method produces significantly comparable results for a test-set consisting
of more than 300 images, covering representative images of different
categories, possessing performance challenging, wide variety of salient
‘characteristics (as presented in Table 3). '

o The prominent boundaries detection results are effective - for Berkeley
Segmentation Dataset images [Fowlkes, on line] [Martin, 2001]. ?ASCAL

| challenge 2008 database images [Everingham, on line] and MSIMPLIch‘y
database images [Wang, 2001] [SIMPLICity, on line]. | o

o The development of effective me’rhodology for identifying ‘region-s pertaining
fo'objec’rs make the proposed wavelet based hierarchical method suitable
for applications like object detection, object identification, oufonﬁofic image

tagging, content based image retrieval and visual sce'he analysis.
4.5 Concluding Remark

The Confinuify preserving well Iocc!fzeo‘ prominent boundaries form the

basis for segmentation, feature extraction and foreground separation for CBIR ...
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5. Foreground Objects Detection &
| Background Separation

5.1 Infroduction

The chapter coyers a novel method of bdckgfound separation, revedling
foreground objects for color images. The approach effectively incorporates visually
prominent boundaries, prominence measure of pixels and local color & region cues
along with Watershed fransform. The proposed method addresses the issues for
avoiding under segmentation and over segmentation by enforced reliable processing
of local cues used for producing continuity preserving prominent boundaries. The
method results, inéorporofing different levels of stationary Haar wavelet decompositions
are compared, analyzed and presented. The effectiveness, suitability and versatility of
the method for well localization of promiAnem‘ boundaries leading to foregfound
exiraction are shown by quadlitative comparisons of method results with that of human
segmented images of benchmark-image-dataset [Fowlkes, on line] [Martin, 2001]. In the
last portion of the chapter, segmemoﬁon results of JSEG [Deng, on line] [Deng, 2001]
are quadlitatively compared with the results of proposed method for observing effects of
illumination changes and texture variations.

The reliable and precise processing of low level cues in pixel domain is
very important and crucial for over all performance of any imcge' processing
applications handing out image features derived or inferred from these low level cues.
The precise and reliable processing of low level cues for feature extraction is tested by
various factors like image resolutions, intra-image illumination variations, non- -
homogeneity of intra-region and inter-region fextUres, multiple and occluded objects
etc. The foreground objecfé reveadling by separating the background is, in general, a
subsequent phase of image segmentation. Image segmentation is a process of
identifying and then grouping region-forming pixels, écﬁsfying single or multiple
constraints. The diversities of image characteristics enforce requirements of parameter

selection and / or parameter tuning or user interaction for better performance of
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generic segmentation algorithms. The performance of fhe segmentation algorithm is
hence evaluated with Precision-Recall measures for different segmentation scales. So,
for a given scale, any segmentation algorithm faces the biggest challenge of avoiding
over and under segmentations - subjective and image category dependent criterions.
Thus, the subjectivity in the human perception for segmentation, required scale of
segmentation and diversified image characteristics play decisive role for justifying
proper segmentation of the images. The foreground objects detection is severely
affected by a lapse generated during segmentation phase.

Similarly, difficulties do exist with watershed algorithms. The watershed algorithms
find catchments basins by locating local minima, resulting into artifacts and over
segmentation. The conversion of color image into gray scale image produces local
minima leading to artifacts and conversion of gray scale image into binary introduces
breaks likely to cause under segmentations. As illustrated in top-right of Figure 33, the
watershed regions of gray scale converted image are large in numbers and small in
sizes, producing over segmented image. Similarly, the watershed regions obtained from
dithered image exhibits relatively lesser number of segments due to lossy conversion,
giving still few over segmented zones in the image, as shown in bottom-right of Figure
33. Thus, for distinction of objects using resulted watershed regions, additional low level
cues must be incorporated for selective merging of these regions. Hence, marking of
well localized object boundaries becomes the necessary condition for proper object
detection.

The proposed approach is based on precisely detected prominent boundaries
with continuity preservation for minimizing chances of them being leaky. The problem of
foreground objects revealing of prominent boundaries detected images has been
addressed in the hierarchical frame work incorporating wavelet decomposed images

at various levels along with proximity influence measure and watershed transform.
5.2 The Method

The method exploits stationary Haar wavelet for decomposing RGB images at
various levels. The well localized, visually prominent, continuous boundaries
encompassing various regions called prominent boundaries are detected as proposed
in Algorithm 2, Section 4,4.1. The prominent boundaries are categorized candidate
boundaries. The non-prominent boundaries resulted because of smooth variations in

textures and colors are excluded because of the categorization. The proposed method
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is novel for its prominent boundary features, proximity influence measures and its usage
for watershed regions. Many variational techniques to reduce watershed artifacts were
tried out for development of proposed method. The watershed transform of Matlab
R14, a modification of basic watershed algorithm of [Vincent, 1991] has been utilized in
following algorithm with 8 neighbor connectivity.
The steps of the proposed method are:
Step 1. Detect prominent boundaries by applying proposed method of Algorithm 2,
Section 4,4,1
Denote the set of prominent contours as Pc = {Vi}, i > 0, where Vi is a vector,
corresponding to i th contour of color channel ¢ consisting of coordinate-pairs
denoted as {(xj, yj)},j > 0.
Apply operator y to map Pc on the image I(x, y z) to get prominent-boundaries-
mapped image, given as
I'(x, ¥, 2) = PcXI (*y< z) such that
F'xy,2) =1(xy,2),ifx,ye Pc
and I'(x, y, ;) = {255,255,255}, otherwise.
Step 2: For all pixels on prominent boundaries, compute total proximity influence value
i.e. prominence measure induced by vertices of prominent contours of channel
under considerations on nearest neighboring prominent pixels. Refer Section 4.1.1
for prominence measure computation. Denote it as UPc(x, y). At the given point,
higher the value stronger is the boundary strength. Refer Figure 31 (c) for the
results.
Step 3: Perform watershed transformation on UPc(x, y). Refer Figure 31 (d) for the results.
Step 4: Perform morphological operation on UPc(x, y) to get UP'c(x, y). Refer Figure 31 (e)
for the results.
Step 5: Perform watershed transformation on UP'c(x, ).
Label watershed region. Refer Figure 31 (f) for the results.
Step 6: Repeat previous steps for all channels.
Step 7: Find composite prominence measure UP" and watershed transform. Label
watershed regions. Refer Figure 32 (a) for the results.
Composite prominence measure is total of prominence measure of all 4

channels.
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Step 8: Let SP = {{x, yi)} such that x, vi ¢ Pc, a fixed set of seed points determined

empirically. ,
BG(x y) = {{I'[x. ¥, Z), UP"" (x. y}) vSP) ¢ I (X, V. Z).
Where,

v - Denotes morphological operations involving region growing algorithm based
image filling implementation of Matiab R14. |
A ¢ - Denotes mapping operator fo extract the background.
And, find foreground as
FG(x, y) =I{x, y} ~ BG[x, y].
Where, ,
~ - Denotes exclusion operator to reveal the foreground from the original image
by excluding the background. ' ‘
Refer Figure 32 (b) for the results.

Step 9: Find wdtershed pixels constituting foreground object boundaries. The watershed
" pixels are the pixels not belonging to any regions. Two rows and two columns on
- the image boundaries are excluded. |

Refer Figure 32-(c) for the results.

Step 10: Find The'region attributes of foreground objects.
Algorithm 3. Foreground objects detection & background separation.

5.3 Results

The intermediate results produced by the method, qualitative comparison of
results on typical representative images including images of standards databases and
qualitative comparison of results of proposed method with that of JSEG {Deﬁg, online]"
[Deng, 20011 and human segmerﬁed images of standard databases [Fowlkes, on line] -
[Martin, 2001]are presented in this section.

5.3.1 Step-wise Results of the Method _

The originalimage [Everingham, on line] and detected prominent boundaries of
all four channels are shown in Figure 31 {a) and Figure 31 (b) respectively. Figure 31 (c)
shows the results of prominence measure for prominent boundaries of each chdnnel.
Figure 31 (d) is the results of labeled watershed transform regions corresponding to
Figure 31 (c). Though prominent boundaries were detected precisely, the generated

watershed regions do not depict all regions of foreground. The morphological
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operations are performed to get enhanced prominence measures as shown in Figure 31

(e).

Figure 31. Foreground objects detection & background separation - Step-wise results - 1. (a) Original image [Everingham, on
line], (b) Prominent boundaries of R, G, B and Gray channels.(c) Respective prominence measures, (d) Respective labeled

watershed regions of (c). (e) Respective enhanced prominence measures after morphological operations, (f) Respective labeled

watershed regions of (e).
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As the contribution of each channel for defining real prominent boundaries is non-
homogeneous, individual prominent boundaries and corresponding prominence
measures of each channel still do not cover all real prominent boundaries, as illustrated
by encircling such portion of boundaries in Figure 31 (e). The labeled watershed regions
corresponding to Figure 31 (e) are shown in Figure 31 (f).

Figure 32. Foreground objects detection & background separation - Step-wise results - 2. (a) Left - Composite watershed regions
from Figure 31 (e). (a) Right - Labeled watershed regions, (b) Left - Extracted foreground, (b) Right - background, (c) Watershed
pixels of foreground regions.
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The composite prominence measure obtained is shown in Figure 32 (a) - Left and
respective labeled watershed regions are presented in Figure 32 (a) Right. The
extracted fOregkbund and background are shown in Figure 32 (b} — Left and Figure 32
(b} — Right respectively. The wofershed pixels corresponding to foreground and

foreground regions are shown in Figure 32 (c).

5.3.2 Qualitative Comparisons

Table 4. Categorical Representative Test Images & Their Performance Challenging Salient Characteristics.

FigUre 34 A natural image [Wang, 2001] [SIMPLIcity, on line]; textured background;
foreground object having infra-object texture variations. ’

Figure 35, Left A typical image [Wang, 2001] [SIMPLIcity, on line] of a human face;
textured background; ' -

Figure 35, Right | A synthesized image [Wang, 2001] [SIMPLIcity, on line];

main foreground object with a typical texture;

{ background;

Figure 36, Left | An image resized to 1/8" of the original size: image captured by an
' amateur with high resolution SONY device having inbuilt bibnz "imag,_e

Processor.

Figure 36, Right | A natural image [Wang, 2001] [SIMPLIcity, on linel; mulﬁple—}éifuirjé;a‘
background; foreground object having intra-object texture vcrioﬁdﬁs:
shadowed foreground object. o

Figure 37, Left A natural image [Wang, 2001] [SIMPLicity, on line]; multiple similar

partially fouching foreground objects.

Figure 37, Right | An image [University of Washington, on line] with multiple textures; self

reflection attached to foreground object;

Figures 38 - 41 The BSDB test images & associated human segmented images [Fowlkes,
on line] [Martin, 200?}; covering multiple objects, occluded and
shodowed objects, natural and man-made objects; dis’fqn? and small
objects; infer region and intra-region texture variations in foreground

objects and background;

The image segmentation by human being is infrinsically characterized by
grouping of regions based on ‘some' perceptual similarities. Though there exists

subjectivity in the perception of visual similarities, human beings do not over-segment
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the objects confained in the images. That is, the focus 6f segmentation by humans is
objects and not regions, Hence, the results of proposed method for foreground
detection have been qualitatively compared with the human segmented images of
Berkeley Segmentation Dataset and Benchmark database of natural images [Fowlkes,
on line] [Martin, 2001]. _ ,

7 The results on categorical representative fest images, possessing pén‘ormcxnce
challenging salient characteristics listed in Table 4, are shown in Figure 34 to Figuré 41.
"The results presented are for prominent boundaries detection, separation of
~background, revealing of foregrqund objects, region features using .Wd’rershed ‘
transform and corresponding watershed pixels of foreground ‘objec’fs and artifacts
reduced regions and corresponding boundaries by incorporafing different levels of
stationary Haar wavelet decomposition. Figure 34 demonstrates results with different
levels of SWT on an image [Wang, 2001] [SIMPLicity. on line] having texture variations in
the foreground object as well as in the background. The detected prominent
boundaries incbrporoﬂng SWT with Haar wavelet at level 1, 2 and 3 are shown in Figure
34 (b) from left to right respectively. The cormresponding separated background is shown
in Figure 34 {(c). wheré pure black regions do not belong to the background. The
cormresponding foreground is shown in Figure 34 [d), where pure black regions' do not
belong to the foreground. The watershed regions and watershed pixels are respectively
shown in Figure 34 (e) and Figure 34 (f}. The watershed regions and watershed pixels
with reduced arlifacts are respectively shown in Figure 34 (g} and Figure 34 (h). Figure 35
- Left shows the results on the image [Wang, 2001] [SIMPLicity, on line] having poorly
defined object boundaries where the Haar stationary wavelet decomposi’rions of step'1
of the method are omitted. 'Figure 35-Right to Figure 37 demonstrates the results
incorporating Haar wavelet decompositions at level 2 "on different categorical
representative fest images. Figure 38 and Figure 39 show comparison of the method
results with stationary Haar wavelet decompositions at level 2 and level 3 on images
[Fowlkes, on line] [Martin, 2001] with human segmented images of Segmenfcﬁon
Dataset and Benchmark [Fowlkes, on line] [Martin, 2001]. Similarly, Figure 40 and Figure
41 show comparison of the method results with stationary Haar wavelet decompositions
at level 2 on different categorical representative test images [Fowlkes, on line] [Martin,
2001} with human segmented images of segmentation dataset and benchmark
[Fowlkes, on line] [Martin, 2001]. | |
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The results are to be observed and compared for

o Localization of detected boundaries.

o Effect of complex background, textures on segmentation / foreground
extraction.

o Effect on segmentation / foreground extraction due to smooth changes.
I in textured regions
I of colors within regions
v of intensities within region

o Suitability of segmentation results for foreground separation / object
detection.

o Human segmented images of BSDB [Fowlkes, on line] [Martin, 2001],

Figure 33. Watershed transform based segmentation without applying proposed method. Top-left: Original image [Wang, 2001]
[SIMPLIcity, on line]. Top-right: Watershed regions of gray scale converted image of top-left. Bottom-left: Dithered image of
top-left. Bottom -right: Watershed regions of dithered image.
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Figure 34. Revealed fore ground objects & background, incorporating different levels of wavelet decompositions, (a) Original
image [Wang, 2001] [SIMPLlIcity, on line], (b) Detected prominent boundaries. Left: Incorporating stationary Haar wavelet
decomposition at level 1. Middle: Incorporating stationary Haar wavelet decomposition at level 2. Right: Incorporating stationary
Haar wavelet decomposition at level 3. (c) Separated background, (d) Revealed foreground, (e) Watershed regions.
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Figure 34. (Contd.). Revealed fore ground objects & background, incorporating different levels of wavelet decompositions,
(f) Corresponding watershed pixels of foreground object boundaries, (g) Watershed regions with reduced artifacts, (h)
Corresponding watershed pixels of foreground object boundaries.

Figure 35. Revealed fore ground objects & background for images with typical textures, (a) Original images [Wang, 2001]
[SIMPLIcity, on line], (b) Detected prominent boundaries. Left: Without wavelet decomposition. Right: Incorporating stationary

Haar wavelet decomposition at level 2.
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Figure 35 (Contd.). Revealed fore ground objects & background for images with typical textures, (c) Separated background, (d)
Revealed foreground, (e) Watershed regions, (f) Corresponding watershed pixels of foreground object boundaries, (g) Watershed

regions with reduced artifacts, (h) Corresponding watershed pixels of foreground object boundaries.
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back ground

surrounded regions

surrounded regions

Figure 36. Revealed foreground objects & background, incorporating stationary Haar wavelet decompositions at level 2. (a) Left:
Original image. Right: Original image [Wang, 2001] [SIMPLIcity, on line], (b) Detected prominent boundaries. (c)

Separated background, (d) Revealed foreground.
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connected neighbours

connected neighbours

connected neighbours

Figure 36. (Contd.). Revealed foreground objects & background, incorporating stationary Haar wavelet decompositions at level
2. (e) Watershed regions. (O Corresponding watershed pixels of foreground object boundaries, (g) Watershed regions with

reduced artifacts, (h) Corresponding watershed pixels of foreground object boundaries.
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Figure 37. Revealed foreground objects & background, incorporating stationary Haar wavelet decompositions at level 2.
(a) Left: Original Image [Wang, 2001] [SIMPLIcity, on line]. Right: Original image [University of Washington, on line], (b)
Detected prominent boundaries, (c) Separated background, (d) Revealed foreground.
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Figure 37 (Contd.). Revealed foreground objects & background, incorporating stationary Haar wavelet decompositions at level
2. (e) Watershed regions, (f) Corresponding watershed pixels of foreground object boundaries, (g) Watershed regions with

reduced artifacts, (h) Corresponding watershed pixels of foreground object boundaries.
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Figure 38. Result-comparison: Human segmented image with revealed foreground objects & background, incorporating different
levels of stationary Haar wavelet decompositions, (a) Left: Original image [Fowlkes, on line] [Martin, 2001], Right: Human
segmented image [Fowlkes, on line] [Martin, 2001], (b) Detected prominent boundaries. Left: Incorporating stationary Haar
wavelet decomposition at level 2. Right: Incorporating stationary Haar wavelet decomposition at level 3. (c) Separated

background, (d) Revealed foreground.
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Figure 38 (Contd.). Result-comparison: Human segmented image with revealed foreground objects & background, incorporating
different levels of stationary Haar wavelet decompositions, (e) Watershed regions. (O Corresponding watershed pixels of
foreground object boundaries, (g) Watershed regions with reduced artifacts, (h) Corresponding watershed pixels of foreground

object boundaries.
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Figure 39. Result-comparison: Human segmented image with revealed foreground objects & background, incorporating different
levels of stationary Haar wavelet decompositions, (a) Left: Original image [Fowlkes, on line] [Martin, 2001], Right: Human
segmented image [Fowlkes, on line] [Martin, 2001], (b) Detected prominent boundaries. Left: Incorporating stationary Haar
wavelet decomposition at level 2. Right: Incorporating stationary Haar wavelet decomposition at level 3. (c) Separated

background, (d) Revealed foreground.
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Figure 39 (Contd.). Result-comparison: Human segmented image with revealed foreground objects & background, incorporating
different levels of stationary Haar wavelet decompositions, (e) Watershed regions, (f) Corresponding watershed pixels of
foreground object boundaries, (g) Watershed regions with reduced artifacts, (h) Corresponding watershed pixels of foreground

object boundaries.
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Figure 40. Result comparison: Human segmented images with revealed foreground objects & background, incorporating
stationary Haar wavelet decompositions at levels 2. (a) Original images [Fowlkes, on line] [Martin. 2001]. (b) Human segmented
images [Fowlkes, on line] [Martin, 2001]. (c) Detected prominent boundaries, (d) Separated background, (e) Revealed

foreground. (O Watershed regions.
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Figure 40 (Contd.). Result comparison: Human segmented images with revealed foreground objects & background,
incorporating stationary Haar wavelet decompositions at levels 2. (g) Corresponding watershed pixels of foreground object
boundaries, (h) Watershed regions with reduced artifacts, (i) Corresponding watershed pixels of foreground object boundaries.

Figure 41. Result comparison: Human segmented images with revealed foreground objects & background, (a) Original images

[Fowlkes, on line] [Martin, 2001]. (b) Human segmented images [Fowlkes, on line] [Martin, 2001].
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Figure 41 (Contd.). Result comparison: Human segmented images with revealed foreground objects & background, (c) Detected
prominent boundaries. Left: Incorporating stationary Haar wavelet decomposition at level 3. Right: Incorporating stationary Haar
wavelet decomposition at level 2. (d) Separated background, (e) Revealed foreground, (f) Watershed regions, (g) Corresponding
watershed pixels of foreground object boundaries, (h) Watershed regions with reduced artifacts, (i) Corresponding watershed

pixels of foreground object boundaries.
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5.3.3 Qualitative Result-comparisons: Proposed Method, JSEG & Human

Segmented Images of BSDB [Martin, 2001] [Fowlkes, on line]

JSEG dalgorithm, proposed in [Deng, on line] {Deng, 2001] incorporates color
quantization and spatial segmentation stages, where colors of the images are
quantized in several color classes to produce class-map of the image in the first step.
The class image contains the pixels labeled with the color class. The local window
based spatial criterion is applied on class-map to generate multi-scaie J-Images which
are processed for region growing method leading to segmentation. The values of J-
tmage represent possible boundaries and interiors of color-texture regions. The algorithm
can be applied to still images and video. Despite being a fast-computationally efficient
algorithm, JSEG segmentation results are sensitive to various parameters - quantization
scale, number of scales and region merge thresholds, a pointed mentioned and
ilustrated qualitatively in [Deng, 2001] with the help of segmentation results at different
parameters. The major limitation of the algorithm, cited in the paper [Deng, 2001] with
the remark “There seems to be no easy solution”, is to handle shades and smooth
transitions due to illumination variations caused by intensity or spatial changes of
illumination source.

Following Figures of the section compares results of proposed methods with that
of JSEG [Deng, on line] [Deng, 2001] segmentation and human segmented natural
images of BSDB [Fowlkes, on line] [Martin, 2001] to illustrate the suitability of proposed
method to eliminate the background for extracting the foreground from images
possessing variety of background and characteristics. The JSEG results are obtained
with the software available at JSEG site [Deng, on line] for default value of number
scale and region merge threshold with quantization threshold specified as 255.

The well localization of prominent boundaries and effectiveness of foreground
extraction has been illustrated in Figure 42 and Figure 43 for images of ALOI database
[ALOI, on line] [Geusebroek, 2001] captured under controlled conditions for varied
viewing angles, illumination angles and illumination color. Refer Section 6.4 for
description and characteristics of the database. The Figure 42 contains images of
objects with finer well defined details with illumination changes. And, Figure 43 contains
objects with illumination changes producing shadows and intensity variations. Though
images included in Figure 42 and Figure 43 contain monotonous gray background

making foreground extraction simple, they are included here to show effects of
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illumination variations produced under controlled conditions on segmentation /

foreground extraction.

Figure 42 Effect of illumination variations on segmentation / foreground extraction on object with fine details, (a) Original
Images [ALOI, on line] [Geusebroek, 2001], (b) Extracted foreground of (a), (c) Background, (d) Watershed pixels corresponding
to (b). (e) Segmentation with JSEG [Deng, on line] [Deng, 2001],
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Figure 43. Effect of illumination variations on segmentation / foreground extraction on non-textured object, (a) Original Images
[ALOI, on line] [Geusebroek, 2001], (b) Extracted foreground of (a), (c) Background, (d) Watershed pixels corresponding to (b).

(e) Segmentation with JSEG [Deng, on line] [Deng, 2001],
As png file format is not supported by JSEG software [Deng, on line], the jpg
equivalent of ALOI images are used in Figure 42 and Figure 43 for JSEG segmentation.

The segmentation / foreground extraction results of the proposed method are
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compared with the results produced with JSEG [Deng, on line] [Deng, 2001]. The finer
prominent details are not detected by JSEG - Figure 42 (e), whereas they are marked as
prominent boundaries by the proposed method as shown in Figure 42 (d). The
boundaries enclosing butterflies are well detected and one such case is encircled and
illustrated in Figure 42 (b) and Figure 42 (d).

As illustrated in Figure 43 (e), smooth intensity changes / shadows tend to over-
segment regions with JSEG segmentation (the cited limitation in [Deng, 2001]). The
spatial and intensity variations resulting into shadows and shades of smooth variations
do not significantly alter outer boundaries of the foreground detected with proposed
method. The over-segmentation produced around some boundaries due to watershed
transformation has no effect on foreground extraction.

The smooth changes and diversities in colors & textures are performance
challenging characteristics of natural images for segmentation. The results of
segmentation / foreground extraction with proposed method for natural images are
shown in Figure 44 to Figure 46 for comparisons with Fluman segmented images of BSDB
[Fowlkes, on line] [Martin, 2001] and segmentation results of JSEG [Deng, on line] [Deng,
2001]. The results and comparison for standard Baboon image is also shown in Figure 44
-Right.

Figure 44. Comparison of segmentation results, (a) Left & Middle - Original and Human segmented Images respectively BSDB
[Fowlkes, on line] [Martin, 2001]. (a) Right - Original Baboon image, (b) Segmentation with JSEG [Deng, on line] [Deng, 2001].
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Figure 44 (Contd.). Comparison of segmentation results., (c) Left & Middle - Watershed pixels with Stationary Haar
decomposition at level | and level 2 respectively, (c) Right - Watershed pixels with Stationary Haar decomposition at level 2. (d)
Extracted foreground, (e) Background.
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Figure 45. Comparison of segmentation results, (a) Original images BSDB [Fowlkes, on line] [Martin, 2001]. (b) Human
segmented Images BSDB [Fowlkes, on line] [Martin, 2001], (c) Segmentation with JSEG [Deng, on line] [Deng, 2001], (d)

Watershed pixels with Stationary Haar decomposition at level 2. (e) Extracted foreground, (f) Background.
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Figure 46. Comparison of segmentation results, (a) Original images BSDB [Fowlkes, on line] [Martin, 2001], (b) Human
segmented Images BSDB [Fowlkes, on line] [Martin, 2001], (c) Segmentation with JSEG [Deng, on line] [Deng, 2001], (d)

Watershed pixels with Stationary Haar decomposition at level 2. (e) Extracted foreground. (O Background.
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54

Discussion

e}

The proposed me’fhod addresses the issue of proper Segmehtofion by
enforcing reliable processing of low level cues for dvoiding breakéiés. well as
under segmeniation by utilizing confinuity preserving, well locchzed wsuoily
prominent boundaries for foreground — background seporohon The problem
of over segmentation is overcome by compositely cqns;deytng__ proximity
influence and watershed algorithm. o

The method results are tested on variety of images includihg fho§§ 'o_'f natural
images, syn’rhesizéd images, human faces etc. with diversified ‘réxfures The
effectiveness of the method is proved for low as well as high resoluhon images
and for size- reduced images by a lcrge factor. The artifacts in watershed
regions are significantly reduced, producing less number of small sized
regions. e

The foreground exiraction results are largely insenéiﬁve to illumination
variations p;roduced by changes of intensity and spatial Idcr_:d’ricfn;"gf the light
sources. Thus, the proposed method addresses the issue to the :reifh"qu “There
seems fo be no easy solution” c:u'red by Deng et al. in [Deng, 2001]

The watershed artifacts around some portion of boundcmes do not cffec’r the
foreground boundaries. ' g o
The detected foreground object boundaries are well-locdlized _and well-
delineated. The precise processing leading to detection of pﬂrominent
boundaries & enclosing boundaries of finer prominent details of;é;/en small
objecfs' is well illustrated in Figure 42. ‘

The stationary Hvac:r wavelet decomposition at various levels makes the
approach suitable for multi-scale hierqrchicol image segmentation for
effective foreground separation and region features extraction. Stationary
Haar decomposed image at higher level delineates objects having
percep’ruolly superior pro’minenf boundaries. The results of ébjec:’rs revealing
for images with poorly defined prominenf'_boundories_ are better with
exclusion of Haar decomposition step of the method, as illustrated in Figure 35
- Left.
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o The results of background separation revealihg foreground objec‘:’rs are not.
c:ffec’red due to inter- texture and intra-texture variations as presented in
Figure 34 to Figure 41. ,

o For some cases, regions attached to objects of foreground alter the shape of
foreground region. . '

o The exiracted region-features cnd shape features may be utilized for object
identification, content based image retrieval, automatic image ‘rqgging, and
visual scene analysis. |

o The proposed method has been tested on a set consisting of about 400 '
images covering represen’rcﬁvé images of differem‘ categories posse'ssing a
wide variety of salient characteristics. The produced results are effective for
benchmark database images of Berkeley Segmentation Dataset images
[Fowlkes, on line] [Martin, 2001] and SIMPLIcity database images [Wang, 2001]
[SIMPLIcity, on line] and are comparable with human segmented images ¢f
BSDB [Fowlkes, on line] [Martin, 2001]. |

o The quantitative comparisons of the results of proposed method for
foreground extraction have been carried out with performance meoéures ’
Precisionsg and Recallg, computed with respect to Ground Truth foreground-

and presented in Annexure 4 endorses the uniqueness & effectiveness.

5.5 Concluding Remark

Precise processing for detection of prominent boundaries consequently leading
fo exclusion of background reveals foreground and associated features for image

retfrieval...
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6. Image Retrieval

6.1 Introduction

The chapter deals with image features, characteristics of image databases used
and proposed methods for image retrieval. The image refrieval has been carried out
on the basis of:

Color codes of entire image
Foreground color codes
Foreground shape correlation
Combination of foreground color codes and shape correlation
With selectable percentage proportion of weight of foreground
color codes and foreground shape correlation for composite
similarity measure
Similar face - images containing complex background
The performance of retrieval methods has been evaluated with Precision, Recall, F -
measure and P — R curves for various images of different classes and categories. Query
responses of some example-images have also been presented. The method and results
of face extraction and similar-face-image refrieval are covered lastly in the chapter.
The retrieval of similar images needs to meet two extreme requirements — {i)
Retrieve only similar images and (i) Retfrieve as many as possible similar images. The
performance indicator for the first requirement is Precision whereas that of the second is
Recdall. (Section 3.3). An attempt to improve Precision by either incorporating stringent
features or strict image similarity comparison-measures for excluding dissimilar images
ends up in exclusion of similar images as well, adversely affecting the Recall. On other
hand, an attempt to increase the number of retrieved similar images leading to
improvement in Recall by incorporating broader features or relaxed similarity-measures
ends up in retrieving more number of similar images along with dissimilar images,
adversely affecting Precision. Thus a ‘good’ CBIR system should retain maximum

possible Precision for higher Recall for large image databases consisting of variety of

108



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

images. Section 2.8 - Our Observations and Section 2.9 - Our Approaches for image
retrieval may be referred for details.

The proposed methods for image retrieval are based on two streams of
techniques. The first stream follows broader image descriptors - Color codes and
corresponding histograms. Whereas, the second stream follows reliable processing
leading to precise detection of prominent boundaries eventually revealing foreground.
Image retrieval based on whole image comparison has been carried out with broader
image descriptors for retrieving images having similar color code distribution. The other
methods are based on foreground of the images. The extracted foreground has been
utilized for comparison of objects contained in it. The correlation coefficients have been
used as similarity comparison-measure for matching shape of the foregrounds. The
other three methodologies combine aforesaid two streams of techniques for image
retrieval. The first combinational technique is based on similarity comparison of
foreground color codes. The second combinational technique is based on color-codes
and shape of the foreground with selectable proportion of weight of shape & color-
code in composite similarity-measure. And the third one is the combinational technique
applied for application specific CBIR for similar-face image retrieval.

Thus, our approaches for image retrieval techniques exploits reliable processing
resulting precise features for better Precision and broader image features for better
Recall. The methods are novel for the extracted features and their use for image

retrieval.
6.2 Image Features

Figure 47 shows the block diagram for extraction of features for the
developed CBIR system. Parameters given as input includes selected image name for
single image processing or folder name for bulk processing and wavelet decomposition
level.

The extraction of image features can be carried out either for one image
or for all images stored in a folder for supporting addition of an image into existing
image database and to facilitate bulk processing respectively. The color code features
of image can be separately extracted. The option of extracting all features take out all
features - prominent boundaries based and color code based. The extracted features
stored in appropriate data structures are preserved in secondary storage as a file

corresponding to the image. The unknown dimension of various extracted features (i.e.
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number of contours, number of vertices in contours) and their processing enforced

-exhaustive applications of programming-skills & utilization of Maflab-features.

Input _of Parameters

y |

Extraction » Storage of -

of Color Extraction of ;

Code Features
All Features

Features

h i
F N 3
Single image All Images of the Folder

Figure 47. Block diagram - Feature extraction.

The extrac’red image features listed in Table 5, can lé)é categorized as
o Image atfributes - Name (Pdfh), type & dimension.
o Color fectures - Color codes, Histograms
' o Boundaries based features - Regional attibutes , edges

o Foreground related atiributes — boundaries based and color features for

foreground

o Face region features
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Table 5. Extracted features,

Sr.

Features

No. ;

1 Path of the image.

2 No of rows of the image.

3 No of column of the image.

4 Image type.

5 Normalized global histogram of the image. For R G and B channels. Not
utilized at present. ,

6 Normalized cuMulofive global histogram of the image. For R G and B
channels. Not utilized at present.

7 | Colorcodes. ’

8 Normalized histogram of color codes. '

Normalized cumulative Histogram of color codes. Not utilized at present.

10 | Thinned edges. '

11 | Foreground regions of the image.

12 | Background regions of the image.

1A3 Watershed pixels. -

14 | Composite promiﬁence measure,

15 | Labeled regions.

16 | Labeled regions converted to RGB image.

17 | Image category. Presently desc.ribing ‘face’ or ‘unknown’.

18 | Extracted face. | -

| 19 | Regions corresponding to color codes of whole image.

20 | Sorted histogram of color codes of whole image.

21 | Regionsindices, sorfed for region area. Regions are found following
prorhinenf boundary based approach.

22 Regfoncﬁ attributes for regions of whole image. Arec, Centroid, Bounding
box, Exirema, Extent, Solidity (given by Area/ConvexAreq}, Eccentricity,
Convex hull, Minor axis length, Major axis length, orientation.

23 | Normalized Un-segmented foreground region of the imqge.

_ 24 | Un-segmented foreground of the image.
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Table 5 (Contd.), Extracted features.

Sr. . - Features
No.
25 | Normadlized global histogram of foreground of the image. ForR G and B

channels. Not utilized at present.

26 | Normalized cumulative global histogram of foreground of the inﬁcge. ForR

G and B channels. Not utilized at present.

27 | Color codes for foreground.

28 | Normadlized histogram of color codes of foreground.

29 | Normalized cumulative Histogram of color codes of foreground. Not utilized

at present.

30 | Regions correspondihg to color codes of foreground.

31 | Sorted histogram of color codes of foreground.

32 | Ratio of two axes of Exirema corresponding to normalized face region. Not

utilized at present.

33 | Ratio of other two axes of Extrema comresponding to normadlized face

region. Not utilized at present,

34 | Ratio of Minor axis length to Major axis length of the ellipse that has same

normalized second central moments as the face region.

35 | Orientation of face region. Angle in degree between x-axis and the major
axis of the ellipse that has same second moments as the face region.

36 | Average of foreground region color code.

37 | Ratio of foreground area to imcgé area indicating percentage
contribution of foreground region in the image.

38 | Two additional extra feature fields Incorporated for future needs.

Thé célor codes are used to describe color attribute of pixels of images. A color
code represém‘s a set of colors of RGB-color space. Total of 27 color codes are used to
represent entire range of RGB color space. The pixels assigned with color codes
effectively segments the image by forming regions consisting of pixels with same color -
~codes. Figure 48 and Figure 49 (a) illustrate the color codes assigned to.pixels résuh‘ing
info segmentation of image. The labeled regions. of identical color {same color —

codes) are shown with same color in the segmented images. Figure 49 (b) Left is a
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separated region of colors corresponding to flowers whereas Figure 49 (b) Right is for the
regions corresponding to green leaves.

Refer Annexure 4, Section A-4.4 for details of proposed novel color codes and
results of segmentation applied on images of standard databases of BSDB [Fowlkes, on
line] [Martin, 2001] and SIMPLIcity [Wang, 2001],

Figure 48. Color - code based segmentation.

Figure 49. Color - code based segmentation & regions corresponding to two color-codes.

6.3 SIMPLIcity Image Database [Wang, 2001] [SIMPLIcity, on line] -

Classes & Characteristics

The dataset consists of total 1000 images of 10 classes and 100 images per class.
Images are of medium resolutions and reasonable size. The test set has used by many
researchers for the purpose of CBIR. Table 6 describes characteristics of image classes.
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Table 6. SIMPLIcity Image Database |Wang, 2001! [SIMPLIcity, on line| - Classes and Characteristics

Sr.

NG Class Name Characteristics Sample Images

Single or group of tribal-inhabitants in
different poses with different

Tribal people backgrounds; Colored faces; typical
tribal-dressing;
Sea, sand, sky with clouds; sea-shore
Seashore ) . . i )
objects; Images cover distant objects;
Majority of sculpture images captured
Sculpture as distant objects having sky as
background;
Mostly single bus, covering major
Bus portion of images; Differently colored
various types of buses with different
backgrounds.
Dinosaur Different types of dinosaurs with non-
textured multi-colored backgrounds;
Elephant Single or mul.tlple elephants in different
backgrounds;
Different types and colored flowers
Flower . ) . . .
covering major portion of images;
Single or multiple horses in different
Horse )
backgrounds;
Mountain Mountains and sky

Served Food on Typical images of different types of
Restaurant-table served food on restaurant-tables;
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6.4 ALOI Image Database [ALOI, on line] [Geusebroek, 2001]

Amsterdam Library of Object Images (ALOI) provides a collection of color images
of one-thousand small objects, recorded for scientific purposes. Over one hundred
images per object were captured systematically in controlled conditions for varied
viewing angles, illumination angles and illumination colors for the sensory variation in
object recordings. The images were captured by one of five lights turned on for 15
different illumination angles, 12 different illumination color configuration and 72 object
view point variations. Produced smooth variations in intensity and shadows in different
directions and parts of wide variety of objects offer a comprehensive test set for
studying segmentation and feature extraction issues. Figure 50 shows few sample-
images of an object recorded with such variations.

The test set consisting of some of the images of ALOI [ALOI, on line] [Geusebroek,
2001] database has been used as one of the databases for image retrieval techniques
for studying effects of aforesaid variations on foreground shape and foreground color

codes.

Figure 50. ALOI sample images [ALOI, on line] [Geusebroek, 2001].

6.5 Proposed Techniques

The proposed techniques, based on Color codes of entire image, Foreground
color codes, Foreground shape correlation and Combination of foreground color
codes & shape correlation follow steps mentioned below for image retrieval. Like all
CBIR techniques, incorporated image features and method for computation of similarity
measures differentiate methods and their respective performances for retrieval of
images. The proposed methods consist of three phases - () Input reading (i) method
specific image-feature reading & processing for similarity measures and (i) output /
presentation. The method-specific Step 3 and Step 4 are presented in respective

sections of proposed methods. The generic steps for proposed methods are:
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Step 1: Read - name of selected query image, name of seiecféd target folder.
and image to be searched for. Perform validations for inputs.

Step 2: Read names of files containing all image features.

Step 3: Read (or extract) required image-features for the duer'y image.

Step 4: Forevery fmage—feature»ﬁle of target folder,
Read comresponding image-features of the image-feature-file of target
folder
Calculate (dis)simiio}ify_index i for it image of the database.
Preserve path of data base image, needed for display.

Step 5: Read similarity cut-off. o

Step 6: Sort calculated (dis)similarity indices in descending order.

Step 7: Count no of images having better similarity index than the similarity cut-
off. Prepare for proper presentation of results. ‘

Step 8: Display dll similar images having better similarity index than the similarity
cut-off, in order of decreasing similarity (from left to right, row wise}). |

Algerithm 4. Generic steps for proposed image retrieval methods N
The GUI [Annexure 2} based developed CBIR system runs on a stand-alone

machine. The database can be expanded by adding images into any folder which can
be processed subsequently for feature extraction at once with a mouse click. .In
absence of indexing mechanism, features are stored in files. A user will be prompfedf to
- carry out feature extraction of a query image, if not done earlier with help of the GUI for
that single image. The preprocessihg of-a query image is adopted by considering the
high time complexity of algorithms oh_d repetition in the experimentations. For real fime
deployment of the system, query preprocessing can be eliminated.
Similarity cut-off selection is to be carried out by user with GUL. Lower similarity
cut-off signifies higher permitted dissimilarity in the retrieved images.
" The image-query response gets presented in a Matlab Figure-window containing
a grid of 4 x 4 thumbnail-images along with their storage path.
6.6 Whole Image Color Codes Based CBIR
The proposed method for image retrieval enabies user to perform search on the
basis of color attributes of entire image. The color code assigned fo a pixel is
designated for broadly describing the color of pixel. Being a broader descriptor, a color

code can accommodate pixel color variations without affecting comresponding color
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feature. The proposed technique compares normalized global histogram of color codes
constructed for entire query image with that of images of the database for measuring
color distribution similarity. The steps involved in reading of image features, their
processing and computation of similarity index are shown below. These method specific

steps replace corresponding generic Steps 3 & 4 of Algorithm 4, Section 6.5.

The method specific steps are:
Step 3: Read (extract) whole image color code features of given query image.
Step 4: For every image-feature-file of target folder,
Read corresponding whole image color code features of the image-
feature-file of target folder.
Calculate (dis)similarity_index i = ) abs{hg— hj) . for 1 <j<=number of
bins,
Where,
hgj indicates j " bin of normalized histogram of color codes for the
query image.
hj indicates | ™" bin of normalized histogram of color codes for it

image of database .

Preserve path of data base image, needed for display.
Algorithm S. Whole image color codes based image retrieval.

6.6.1 Performance Evaluation

The performance of the method has been tested on image database of
SIMPLIcity [Wang, 2001] [SIMPLIcity, on line] consisting of 1000 images. Exhaustive
performance evaluation has been carried out for four classes of database — Bus, Horse,
flower and dinosaur. Recall, Precision and F —-measure are computed for sample queries
of each class of images. The performance measures for different similarity cut-offs have
been tabulated for comparison. Average Recall, Average Precision and Average F -
measures for the class are tabulated and plotted along with P — R curves for query
responses.
6.6.1.1 Query Image Class: Bus

o The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on
line] consisting of 1000 images has been shown in Table 7 for
11 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different

similarity cut-offs &
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I 56 queries

0 The selected query images possess variations in object-poses, number of

foreground objects, object-colors, backgrounds and illumination conditions.

Table 7. Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Bus.

Query Image

300.ic

310.jpg

358.ir

315.ii:

319.ii

B T— NFr

Similarity
cut-off

25

30
40

88

70

25
30
40

60

25
30

40
50

60

25

30
40

50
60

25
30
40

50
60

25
30

40
50

60

Retrieved

relevant

images -
rr

53

45

25
13
4
!

55
46
30
19
7

68
60
31
17
7

33

27
13
6
3

32

24
15
6
2

27
22
9
5

!

total
retrieved
images -

total

82

65

31
16
6
!

70
54
33
19
7

99
75
37
18
7

105
80
35
14

72
51
26
10

184
140
61
23

Total
relevant
images in
the
database -
Total

100

100

100

100

100

100

Recall
r=rr/
Total

0.53
0.45
0.25
0.13
0.04
0.01

0.55
0.46
0.3
0.19
0.07

0.68
0.6
0.31
0.17
0.07

0.33
0.27
0.13
0.06
0.03

0.32
0.24
0.15
0.06
0.02

0.27
0.22
0.09
0.05

0.01

Prec
ision
P =
rr/
total

0.64
0.69
0.81
0.81
0.66
1.00

0.79
0.85
0.91
1.00
1.00

0.69
0.8
0.84
0.94
1.00

0.31
0.34
0.37
0.43
0.6

0.44
0.47
0.58
0.6
1.00

0.14
0.15
0.15
0.21

0.14

F

meas
ure =
2/
/P +
1/
0.58
0.54
0.38
0.22
0.08
0.02

0.65
0.60
0.45
0.32
0.13

0.68
0.69
0.45
0.29
0.13

0.32
0.30
0.19
0.11
0.06

0.37
0.32
0.24
0.11
0.04

0.18
0.18
0.11
0.08

0.02
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Table 7 (Contd.). Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Bus.

Total Preci

Retrieved total relevant . meas

Similarity relevant retrieved images in Recall - sion =

Query Image . . r=m/ p= U

cut-off images - images - the Total - 2/
I total database total QP+

- Total 1/r)

365 jpg 25 60 174 0.60 0.34 0.43
' 30 52 132 0.52 0.40 0.45

] 40 35 68 100 0.35 051 0.42

r | 50 1 18 0.11 0.61 0.19

1 60 5 8 0.05 0.63 0.09
388.jpg 25 62 101 0.62 0.61 0.61
30 50 78 050 061 0.55

40 33 46 100 0.33 071 0.45

50 1 17 0.11 0.65 0.19

A -MWi 60 8 9 0.08 0.89 0.15
366.jpg 25 26 187 0.26 0.13 0.17
30 19 145 0.19 0.13 0.15

40 8 88 100 0.08 0.09 0.08

50 5 47 0.05 0.10 0.07

Vi i 60 5 15 0.05 0.33 0.09
344.jpg 25 43 54 0.43 0.80 0.56
o~ 30 37 41 0.37 0.90 0.52

40 23 23 100 0.23 1.00 0.37

50 15 15 0.15 1.00 0.26

60 5 5 0.05 1.00 0.10

369.jpg 25 48 138 0.48 0.35 0.40
30 40 102 0.40 0.39 0.39

40 20 46 100 0.20 043 0.27

50 8 13 0.08 0.62 0.14

' 60 4 5 0.04 0.80 0.08

The average Recall and average Precision for the query image class bus for
different similarity cut-offs have been tabulated in Table 8. Corresponding P - R curves
of sample queries of the table along with average Precision & average Recall are
shown in Figure 51. Average Precision, average Recall and average F-measures for

different similarity cut-offs for the query images of Table 8 has been plotted in Figure 52.
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Table 8. Average Recall. Average Precision & Average F -measure. (Whole image color codes). Class - Bus.

Similarity Average Average Average F measure
cut-off Recall Precision =2/ (1/Avg.p + 1/Avg.r)

25 0.46 0.48 0.47

30 0.38 0.52 0.44

40 0.22 0.58 0.32

50 0.11 0.63 0.18

60 0.05 0.73 0.09

70 0.01 1.00 0.02

P - R Curves ( Whole Image Color Codes) Buses

@ 0 (Q 1 (8% (0 (07096°

" daldd dibh

Figure 51. P- R curves (whole image color codes). Class - Bus.

Average Precision, Recall & F Measure at
Different Similarity Cut-off Values: Whole
Image Color Codes - Buses

-Average Precision
- Average Recall
Average F-Measure

Figure 52. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes).
Class - Bus.

Following points are observed:
o The nature ot obtained P - R curves matches with the practical P - R curves,

o Stricter similarity cut-off increases the Precision at the cost of Recall.
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o Despite vast variations in bus colors, background, poses and illumination
conditions, high recall with good precision is achievable for many sample
queries.

o For many queries, Precision of 1.0 is achieved.

o The Precision and recall are poor for query images having orange / yellow
colored buses as other image-classes contain images of similar color
distribution.

o Range of average performance measures for the class

100 % of average Precision for | % of average Recall
+ 48 % of average Precision for 46 % of average Recall
I Giving 52 % of fall in average Precision to raise average Recall by 45 %

o The value of average Recall at average Precision of 0.5 is 0.41 - a reasonably
good performance measures.

o Increase in the user selected similarity cut-off indicates higher threshold for the
similarity measures for retrieving very similar images. As a result, average
Recall falls down due to elimination of images having lesser similarity and
average Precision increases as retrieved images are very similar due to higher
cut-off resembling Precision - Recall behavior of any practical CBIR system.

6.6.1.2 Query Image Response Examples: Class - Bus

The query responses of a bus image [Wang, 2001] [SIMPLIcity, on line] at two

different similarity cut-offs have been shown in Figure 53 and Figure 54.

Query Image Image Database

310jpg Size: 1000
Response at Similarity cut-off 60
rr-7,total - 7, Total - 100, r - 0.07 , p - 1.00
e:UEUimage,ohgUtest1UtmpU310jpg e UEWimage origUtest1lUtmpU331 jpg e UEUimage.origUtest1UtmpU316 jpg e UEUimage ongUtest1UtmpU3I3.jpg

e UEEUimage origUtestn\tmpU308 jpg e UEWimage origUtest1UtmpU328.jpg e UEUimage origUtest1UtmpU381 jpg

Figure 53. Query response ofa bus image at similarity cut-off 60.
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Response at Similarity cut-off - 40

rr- 30, total - 33, Total - 100, r- 0.3, p-0.91

e UEUimage ongUtestiU310.jpg

e UEUimage origUtest1U308 jpg

e UEUimage origUtestiU306.jpg

e UEUImage.ongUtestlU326.jpg

e:tEUimage.ongtitestlUtmpU368 jpg

e UEUimage.ortgUtest1UtmpU302.jpg

e:UEUIr 40 jpg

UEUimage origUtestl UtmpU302 jpg

eitEUimage origUtest 1UtmpU330 jpg

e UEUimage.origUtestn\331 jpg

e UE 28.jpg

e UEUimage origUtest1U334 jp

e UEUimage orig\\test1U366jpg

e UEUimage origUtestiUtmpU3S2 jpg

e UEUimage ongUtestn\tmpU377 jpg

e UEUimage ongutest1Utmpu320 jpg

e UEUimage OftgUtest1UtmpU388 jpg

of Content Based Image Retrieval Algorithms

Image Database
Size: 1000

e UEUimage ongUtest1U3I 6 jpg

WIF?j *

e UEUimage origUtest1U381 jpg

e UEUimage origUtest1U357 jp

e UEUimage ortgUtest1U364.jpg

e:UEUimage.ongUtestiUtmpU364 jpg

e UEUimage ongUtestiUtmpU373 jpg

e:UEUimage.origUtestl UtmpU686 jpg

erUEUimage ongUtestiUtmpU83s jpg

e UEUimage.origUtest1U313 jpg

e UEUiinageorigUtest1U361 jpg

e UEUimage.ongUtestiW344 jpg

e UEUimage ongutest1U385 Jpg

e UEUimage origUtestlutmpU30I jpg

warn

e UEUimagearigUtest1utmpU336|pg

e UEUimage origUtest1UtmpU344_Ig_1 jpg

e UEUimage origUtestiutmpu336 |pg

Figure 54. Query response ofa bus image at similarity cut-off 40.
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6.6.1.3 Query Image Class: Horse

o

The performance evaluation on image database [Wang, 2001] [SIMPLlIcity, on

line] consisting of 1000 images has been shown in Table 9 for

» 6 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different
similarity cut-offs &

v 29 queries

The selected query images possess variations in object-poses, number of

foreground objects, object-colors, backgrounds and illumination conditions,

The foreground objects constitute relatively lesser percentage-portion of the

image compared to image class bus.

Relatively less variations in the background color distributions among images

of the class.

Table 9. Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Horse.

Total Prec F
Retrieved total relevant Recall  ision
Similarity relevant retrieved imagesin measur
Query Image . . r=r/ p= e=2/
cut-off images - images - the
Total rr/ /P +
I total database
total 1/r)
- Total
700.jpg 25 53 92 0.53 0.57 0.55
30 51 81 0.51 0.63 0.56
40 34 56 100 0.34 0.61 0.44
50 17 27 0.17 0.63 0.27
60 7 13 0.07 0.54 0.12
70 3 5 0.03 0.6 0.06
R ) ) 25 71 96 0.71 0.74 0.72
725jpgMi 3 69 93 069 074 072
40 61 73 100 0.61 0.84 0.71
50 48 54 0.48 0.89 0.62
60 27 36 0.27 0.75 0.40
70 13 15 0.13 0.87 0.23
744.jpg 25 33 53 0.33 0.62 0.43

30 26 42 0.26 0.62 0.37

40 14 21 100 0.14 0.67 0.23
e 50 7 1 0.07 0.64 0.13
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Table 9 (Contd). Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes).

Query Image

Similarity
cut-off

Class - Horse.

Retrieved

relevant retrieved
images - images -

total

total

78
73
57
41

23

95
86
70
55
34
14

Total
relevant
images in
the
database
- Total

100

100

Recall
r=rr/
Total

0.7
0.68
0.54
0.41
0.23

0.81
0.76
0.65
0.54
0.33
0.14

Prec
ision
p =
rr/
total

0.90
0.93
0.95
!
!

0.85
0.88
0.93
0.98
0.97
1.00

F
measur
e=2/
P +

1/r)

0.79
0.79
0.69
0.58
0.37

0.83
0.82
0.76
0.70
0.49
0.25

The average Recall and average Precision for the query image class horse for

different similarity cut-offs has been tabulated in Table 10. The P - R curves for sample

queries of the table and corresponding average Precision & average Recall are shown

in Figure 55. Average Precision, average Recall and average F-measures for different

similarity cut-offs for the query images of Table 10 have been plotted in Figure 56.

Table 10. Average Recall, Average Precision & Average F - measure. (Whole image color codes). Class - Horse.

Similarity
cut-off
25
30
40
50
60
70

Average
Recall

0.55
0.52
0.41
0.30
0.25
0.13

Average
Precision

0.76
0.80
0.81
0.85
0.85
0.87

Average

0.64
0.63
0.55
0.45
0.39
0.23

F measure =2/ (1/Avg.p + 1/Avg.r)
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P - R Curves (Whole Image Color Codes) Horses

T B
w550,
YR
* 18
> T
T 00
*Average

Precision
0000 0 O

1 Expon. (Average)

0.2 0.4 0.6 0.8 1

Recall

Figure 55. P- R curves (whole image color codes). Class- Horse.

Average Precision, Recall & F Measure at
Different Similarity Cut-off Values: Whole
Image Color Codes - Horses

Average Precision
-m-—Average Recall

Average F -
Measure

Similarity Cut-off

Figure 56. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes).
Class - Horse.
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Following points are observed:

o]

The nature of obtained P — R curves is close to ideal P - R curves for some of -

the query images.

For the variations in colors & poses of foreground objects, background and
flumination conditions, high recall with good pirecision is achievable for many

sample queries.

Stricter similarity cut-off increases the Precision at the cost of Recall.
For many qUeries, Precision of 1.0 is achieved.

For many queries, Recall grec’rer than of 0.7 is achieved,

The uniqueness of the background colors combmed with foreground colors :
ends up with color distributions not common in the images of other classes

giving very good performance measures.

Range of average performance measures for the class
87 % of average Precision for 13 % of oVeroge Recall
76 % of overoge Precmon for 55 % of average Recadll

Giving only 11 % of foll in average Precision to raise average Recoll by
42%.

The exponentially extended trend ine is well above Precxsxon = (0.5} line and
does not intersect average Recall till its maximum possible value, implies more
than 50% of average Precision for all average Recall values indicating

exceptionally good performance measures.

6.6.1.4 Query Image Response Examples: Class - Horse

The query response of a horse image [Wang, 2001] [SIMPLIcity, on line] at.

similarity cut-off 25 has been shown in Figure 57. The Recall of 71% with Precision of 73%

at similarity cut-off of 25 is remarkable, giving 0.72 as F-measure. The query response of

another image consisting of two horses has been shown in Figure 58 giving 100 %

precision with Recall of 14%.
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Query Image
725.jpg

Response gt Similarity cut-off - 25

rr-71 , total - 96, Total-100, r-0.71 ,p-0.73

e UEUimagB ongUtest|UImpN725 jpg

e UEUtmage origUtest1UtmpU7i 6 jpg

e UEUimage ongUtestiUtmpU760 jpg

e UEUimage ongUtestl UtmpU707 jpg

e UEUimage ongUtestlUtmpU77D jpg

e UEUimage ongUtestlUtmpU1 53 jpg

e UEUimage ongUtestiUtmpu729 jpg

e UEHvnage OhgUtest1\UmpU764 jpg

e UEUimage ongUtestiUtmpU70S jpg

e UEUimage ongUtest|UtmpU797 jpg

e UEUimage ongUtestl UtmpU790 jpg

e UEUimage ongUtest UtmpU778 [pg

Image Database
Size: 1000

e UEUtmage ongUtest1utmpU788jpg

e UEUimage.origutest1UtmpU726.jpg

e UEXUmage ongUtest1UtmpU789 jpg

e UEUimage ongUtestiUtmpU733 jpg

e UEUimage ongUtest! UtmpU730 ipg

e.UEUimage ongUtestl UtmpU783 jpg

e UEUimage origttteetlUtmpU706 jpg

e UEUimage ongUtestl UtmpU4 jpg

e UEUimage ongUtest|UtmpU676 jpg

e I'EUimage.origUtest1UtmpU734 jpg

e UEUimage ongUtestl utmpU749 jpg

e HEXumage ongUtest1UtmpU736 jpg

Figure 57. Query response of a horse image at similarity cut-off25.
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e UEMimageongUtesH UtmpW747.jpg

e:UE\Umage.ortgUtest1Utmp\\7Sajpg

e UEUimage ong\\testUUmpU766 jpg

el\E\limaga.ongUtest1\UmpU793jpg

e ttE\*image.origtttest1\Ump\\757 jpg

e UEUimage ongUtest1WtmpN708 jpg

e UEUimage ongUtestlutmpN792 jpg

e \\EUimage.origUtest1tttmp\7SI jpg

e UEWimage origUtestU\tmpU796 jpg

e \UE\\image origUtest1\tmpU700 jpg

e ttEUimage ongUtest1\\tmpU34 jpg

e >\EV.image origtttest1tttmpU731 |pg

e \*EUimage origUtestHUmpU745 jpg

e\\EUimage.ong\\test1Utmptt70l jpg

e UEUimage.ongUtest1tttmpU792 jpg

&UEUimageongUtest1UtmpH794 jpg

e:UEUimage.origtttest1tttmpU739jpg

e ViB\image origUtest1UtmpU743 jpg

e UEUimage ongUtest1UtmpU799 jpg
e UEUimage ongUtest1UtmpU680 jpg

e UEHimage ongUtestintmpU746 jpg

%IU
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e '[EUimage OrigUtestHttmpU768.|pg

e HEUimage OrigUtest1UtmpU711 jpg

e <tEl>image ongUtest1UtmpU704 jpg

e tIEUimage origUtesmitmpU766 jpg

eWEUimage origHtestHUmpI*710.jpg

e UEUimage origtttest1Utmp\(721 jpg

e UEUimage origUtest1\tmpU775 jpg

Figure 57 (Contd.). Query response of a horse image at similarity cut-off 25.



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

e:UEUimage.origUtest1UtmpUS3jpg

eUEUiImageongUtest1UtmpU724.jpg

e UEUimage origUtest1utmpU781 jpg

V-i

e UEUimage.ongUtestiutmpW535jpg

eUEUimage.origUtestiUtmpUSO! jpg

e:UEUImage.orlgUtestiUtmpU713 jpg

e UEUimage.origUtest1UtmpU679.jpg

e UEUimage origUtest! utmpU723jpg

e.UEUimage origUtest! UtmpU867jpg

e UEUimage origUtest! UtmpU776 jpg

e UEUimage origUtest! UtmpU86S |pg

e itEUimage origUtest!UtmpU33 jpg

e UEUimage origUtest! UtmpU966 jpg

e UEUimageongUtest!UtmpU737 Jpg

e UEUimage ongUtest!UtmpU48 jpg

e UEUimage origUtest! Utmpi\792 jpg

e.UEUimage. origUtest1UtmpU712 jpg

eUEUimage origUteetlUtmpUfi)! jpg

e UEUimage origUtest!UtmpU744 jpg

eUEUimage ongUlesHUtmpUS74 jpg

e.UEUimage.origUtest! UtmpU761 jpg

e UEUimage origUtest!UtmpU79l jpg

e UEUimage origUtest1UtmpU14 jpg

e:UEUimage.orifitttesliUtmpU736 jpg

e.WEUimage.origutestiUtmpU7a9.jpg

e:UEUimage.origutestiutmpU7S9 jpg

e UEUimage origUtest1UtmpU247jpg

e:UEUimage.origUtesm\tmpueoi_bg_Ojpg

e UEUimage origUtest1UtmpU748.jpg

e UEUimage ortgUtest!UtmpU727jpg

e UEUimage origUtest!UtmpU509 jpg

e:UEUimage.ongUtest1Utmpusl jpg

Figure 57 (Contd.). Query response ofa horse image at similarity cut-off 25.
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Image Database

Size: 1000
Response at Similarity cut-off 70
rr- 14,total- 14, Total - 100, r-0.14,p - 1.0
e WEWimage ortguiestnvtmpW70l ipg e WEWimage origWtestiwtmpW742 jpg e WEWimage ongntestlutmpU783.jpg 0 US'image ortgntestiWtmpW765 |pg
e VIEWimage orlgutestiwtmpU794.|pg e WEWimage origWtestnumpW730|pg eWEWimage ortgutestitttmpu758 jpg 9 UE\UmageoflgntestiwtmpW745jpg
e WEWimage ortgWtestHUmpU705.|pg e 75 |pg e origWlestlwtmpW747 jpg e VIEWimage origWtestlUtmpU7i 8 jpg

& WEWimage ongUtestlWtmpW707 jpg e WEWimage origWtestUVtmpW743 jpg

"41.

Figure 58. Query response of another horse image at similarity cut-off 70.

6.6.1.5 Query Image Class - Flower

o The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on
line] consisting of 1000 images has been shown in Table 11 for
10 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different
similarity cut-offs
44 queries
o The selected query images possess variations in object-poses, nhumber of
foreground objects, object-colors, backgrounds and illumination conditions,

o The foreground objects generally constitute significant portion of the image.
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Table 11. Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Flower.

Total F
Retrieved tatal relevant Recall Precision
Similarity relevant retrieved images in measure

Query Image . . r=rr/ p=rr/ =2/

cut-aff images - images - the

Total total amp +
I total database
1/r)
- Total

602.ipq 25 21 28 0.37 0.75 0.49
30 16 21 0.28 0.76 0.41

1 i 1 57
Q «r - 40 13 14 0.23 0.93 0.37
50 9 9 0.16 ! 0.27
60 3 3 0.05 ! 0.10
606.jpg 25 34 43 0.60 0.79 0.68
30 29 31 0.51 0.94 0.66

57
40 17 18 0.31 0.94 0.45
50 9 9 0.16 ! 0.27
60 2 2 0.03 ! 0.07

644.jpg

40 14 20 0.58 0.7 0.64

24
50 13 15 0.54 0.87 0.67
60 5 5 0.21 ! 0.34

655.jpg

40 17 21 57 0.30 0.81 0.44
50 8 8 0.14 ! 0.25
60 3 3 0.05 ! 0.10
656.ipQ 25 4 6 0.44 0.67 0.53
30 4 4 9 0.44 ! 0.62
40 ! 1 01! ! 0.20
50 ! 1 0.11 ! 0.20
60 ! ! 0.11 ! 0.20
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Table 11 (Contd.). Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Flower.

Total
Retrieved total relevant
Query Image Similarity relevant retrieved imagesin
Y 9 cut-off images - images - the
I total database
- Total
25 4 4
NEONpa
30 3 3
57
40 3 3
50 2 2
60 ! !
40 14 18
24
50 6 6
60 2 2
682.jpg 25 9 24
30 5 18
40 4 11 57
ViV 50 2 7
60 ! 2
IH3MI = » =
30 26 28
40 16 16 57
50 7 7
60 3 3
621 .jpg 25 51 56
30 28 31
IVI 40 18 20 57
I 50 8 8
60 5 5

Recall r

=1T/
Total

0.07
0.05
0.05

0.03
0.02

0.58
0.25

0.08

0.15
0.09
0.07
0.03
0.01

0.53
0.46
0.28
0.12
0.05

0.89
0.49
0.32
0.14
0.09

Precision

p=rr/
total

0.78

0.38
0.28
0.36
0.29
0.50

0.86
0.93
1.00
1.00
1.00

0.91

0.90
0.90
1.00
1.00

F

measure

=2/
/P +
1/0
0.13
0.10
0.10
0.07

0.03

0.67
0.40

0.15

0.22
0.13
0.12
0.06
0.03

0.65
0.61
0.44
0.22
0.10

0.90
0.64
0.47
0.25
0.16
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The average Recall and average Precision for the query image class flower for
different similarity cut-offs has been tabulated in Table 12. The P - R curves for sample
queries of Table 11 and corresponding average Precision & average Recall are shown
in Figure 59. Average Precision, average Recall and average F-measure for different

similarity cut-offs for the query images of Table 12 have been plotted in Figure 60.

Table 12. Average Recall, Average Precision & Average F - measure. (Whole image color codes). Class - Flower.

Similarity Average Average Average
cut-off Recall Precision F measure = 2/(1 /Avg.p + /Avg.r)
25 0.44 0.76 0.55
30 0.33 0.83 0.47
40 0.24 0.84 0.37
50 0.17 0.92 0.29
60 0.07 0.90 0.13

P - R Curves (Whole Image Color Codes) - Flowers

—+— 602.jpg

_n_ 606.jpg

> 644.jpg

_e__ 655.jpg

c x 656.jpg
7 —— 675.pg
2 696 jpg
. 682.jpg
618.jpg

621.jpg

1 Average

Expon. (Average)

Recall

Figure 59. P- R curves (whole image color codes). Class- Flower.
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Average Precision, Recall & F Measure at
Different Similarity Cut-off Values: Whole
Image Color Codes - Flowers

—+¢— Avsrage Precision
—a— Average Recall
Average F Measure

Figure 60. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes).

Class - Flower.

Following points are observed:

(o]

The nature of obtained P - R curves is close to ideal P - R curve for some of

the query images and similar to practical P - R curves for majority of query

images.

For the variations in colors & poses of foreground objects, background and

illumination conditions, high recall with good precision is achieved for many

sample queries.

Stricter similarity cut-off increases the Precision at the cost of Recall,

For many queries, Precision of 1.0 is achieved.

Poor Precision and Recall values for image 682.jpg are because of blurred

(filtered) background constituting major portion of the image,

At lower cut-offs, images of colored human faces and served restaurant food

also gets retrieved because of similar visual cues (Figure 61).

Range of average performance measures for the class

+ 90 % of average Precision for average 7 % of Recall

I 76 % of average Precision for 44 % of average Recall

I Giving only 14 % of fall in average Precision to raise average Recall by
37%.

The exponentially extended trend line is well above Precision = (0.5) line and

not intersecting till average Recall value of 1, implies average precision

above 50% for all average Recall values - good performance measures.
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6.6.1.6 Query Image Response Example: Class - Flower
The query response of a flower image [Wang, 2001] [SIMPLIcity, on line] having
typical foreground colors is shown for similarity cut-off of 40 in Figure 61. The Recall is

calculated for total of 57 red / pink colored flower images of the database.

Image Database
Size: 1000

Query Image
655.jpg

Response at Similarity cut-off 40

rr- 17 , fofal - 21 , Tofal - 57, r - 0.298 , p - 0.809

eA\Ettimage.ongtttest1tttmptt666 jpg

ettEttli 538 jpg

e ttEUimage.origUtest1tttmpU923.jpg

e:ttEtttmage ongtttestitttmptt74 jpg

eA”Ettirrage origtttest1Utmptt7 jpg

e:UEttimage ongtttestlUtmpU624 jpg

e UEUimage origtttest1tttmptt662 jpg

e UEUimage o

,Umptt678jpg

e UEUimage ongtttestlUtmptt621 jpg

e-UEttimage origtttestitttmptt82 jpg

e 'Ettimage origtttest1Utmpttftl5 jpg

e:\[Ettimage.origtttest1 tttmptt807.jpg

e UEUimageIgmes&lmmanOQpg

e UEttimage ongtttest1tttmptt669|pg

e:UEttimage ongtttestlUtmptt629 jpg

e UEUimage ongtttestltttmpU618 jpg

e ttE\Umage.origtttest1tttmptt632|pg

e UEUimage origtttBSt1UtmpU612.jpg

e r"Ettimeige origtttest1tttmptt635 jpg

mS

eAlEttimage origtttest1tttmptt66l jpg

e UEUimage ongtttest1UtmpU626|pg

Figure 61. Query response ofa flower image at similarity cut-off40.
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Query Image Class - Dinosaur

The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on

line] consisting of 1000 images has been shown in Table 13 for

I 6 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different
similarity cut-offs &

v 32 queries

The selected query images possess variations in object-poses, object-colors,

The backgrounds are simple, multi-color toned & non-textured.

The foreground objects constitute relatively lesser percentage-portion of the

image compared to image class bus.

Table 13. Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Dinosaur.

Total
Sir_nilar Re}rieved total | relevant Recall Precisi F
ity relevant retrieve Imaqges In — onp= measure =
Query Image cut- images- images - the r'l'_otr;I/ rre 2/ (l/p+
off I total databas total L)
e - Total

406.jpg 25 42 53 0.42 0.79 0.55
30 35 46 0.35 0.76 0.48
40 28 34 100 0.28 0.82 0.42
50 20 24 0.2 0.83 0.32
60 12 14 0.12 0.86 0.21
70 7 7 0.07 ! 0.13

408.jpg 25 52 79 0.52 0.66 0.58
30 48 72 0.48 0.67 0.56
40 28 40 100 0.28 0.7 0.40
50 20 25 0.2 0.8 0.32
60 8 8 0.08 ! 0.15
70 2 2 0.02 ! 0.04

415-jpg 25 13 21 0.13 0.62 0.21
30 1 13 0.11 0.85 0.19
40 6 7 100 0.06 0.86 0.11
50 4 4 0.04 ! 0.08
60 2 2 0.02 ! 0.04

136



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

Table 13 (Contd.). Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Dinosaur.

Total

Similar Retrieved total relevant Recall Precisi F

ity relevant  retrieved imagesin onp= measure =

Query Image cut- images- images - the r‘l'_otr;I/ rr/ 2/ (l/p+
off I total databas total L)

e - Total

429.jpg 25 26 26 0.26 1 0.41
30 22 22 0.22 1 0.36
40 |4 14 100 0.14 ! 0.25
r 50 9 9 0.09 1 0.17
60 5 5 0.05 1 0.10
455.jpg 25 47 75 0.47 0.63 0.54
30 44 61 0.44 0.72 0.55
40 30 35 100 0.3 0.86 0.44
50 14 16 0.14 0.88 0.24
60 6 7 0.06 0.86 0.11
475.jpg 25 49 59 0.49 0.83 0.62
30 44 48 0.44 0.92 0.59
40 28 28 100 0.28 ! 0.44
50 10 10 0.1 ! 0.18
e 1s 60 3 3 0.03 ! 0.06

Table 14 lists the average Recall and average Precision for the query image class
dinosaur for different similarity cut-offs. The P - R curves for sample queries of the table
and corresponding average Precision & average Recall are shown in Figure 62.
Average Precision, average Recall and average F-measures for different similarity cut-
offs for the query images of the Table 14 have been plotted in Figure 63.

Table 14. Average Recall, Average Precision & Average F - measure. (Whole image color codes). Class - Dinosaur.

Similarity Average Average Average
cut-off Recall Precision F measure = 2/ (1/Avg.p + 1/Avg.r)
25 0.33 0.75 0.46
30 0.34 0.82 0.48
40 0.22 0.87 0.36
50 0.11 0.92 0.20
60 0.08 0.95 0.15
70 0.05 ! 0.09

137



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

P - R Curves ( Color Codes) Dinosaurs

-*—406.jpg
408.jpg
-m— 415.jpg
-x-429.jpg
455.jpg
475.jpg
Average

Precision

_____ Expon. (Average)

Recall

Figure 62.. P- R curves (whole image color codes). Class- Dinosaur.

Average Precision, Recall & F Measure at Different
Similarity Cut-off Values: Whole Image Color Codes -
Dinosaurs

-Average Precision
Average Recall
Average F Measure

Figure 63. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes).

Class - Dinosaur.

Following points are observed:

o The nature of obtained P - R curves is close to ideal P - R curve for some of
the query images and similar to practical P - R curves for majority of query
images.

o For the variations in colors & poses of foreground objects high recall with
good precision is achieved for many sample queries.

o Stricter similarity cut-off increases the Precision at the cost of Recall.
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o For many queries, Precision of 1.0 is achieved,
0 Range of average performance measures for the class
+ 100 % of average Precision for 5 % of average Recall
I 75 % of average Precision for 33 % of average Recall
I Giving 25 % of fall in Precision to raise Recall by 28 %.
0 The exponentially extended trend line intersects average Precision = (0.5) line
at average Recall

at value 0.95 (approx.) implies good performance

measures.
6.6.1.8 Query Image Response Example: Class - Dinosaur
The query response of a dinosaur image [Wang, 2001 ] [SIMPLIcity, on line] is

shown for similarity cut-off of 40 in Figure 64.

Image Database
Size: 1000

Query Image
455.jpg

Response at Similarity cut-off 40.

rr- 30, total - 35, Total - 100, r - 0.3, p - 0.85

e UEMimagB onginestnttmpi\aS5 jpg

e UEUunage ongUtast1timpUfia3 jpg

& UEHimage ong\UesI1«Imp0406 jpg

e UEttimage cngutest1lUmptt443 jpg

e ‘euimaga ongntesnutmptwn jpg

e tEUImage ongWiestiimpU46i jpg

e HEUimage ortgtttes1IUtmp\W89jpg

e '[E\timageortgUtestittimptV446jpg

s UEUimage ongttlestiUtmpIWOS jpg

e 'EUimaga ortgUtestLUtmpltd37 jpg

e.UEUimagp ongUlest1utmpU496jpg

—me

b tIEXimage ortgUlestnUmp'.v49i jpg

b WEUimage ongt>testiutmptt48b jpg

e UEUimagB ongdtestiUimpU447 jpg

e UEUimag* ongutest1>Ump>\683 jpg

e iEUimage ongdtestiUImptt457 jpg

Figure 64. Query response of a dinosaur image at similarity cut-off40.
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e UEttimage ongUtestUUmp<>6' jpg

eUEUimage ongiuestl«tmp»'442 jpg
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eUEUimage ongUtestUUmpi\492 jpg

e "E'umage ongutestmtrrpv.413 jpg
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e "EHimage origtftestLUtmpU256|pg

e MEUimagB.origltest1»ImpU436jpg

aWEuimage ongUte6tiUtmpu47S.jpg
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& WEMimage OrigUteStU'tmp11405 jpg

e.WEttimage origUtestH\tmpU482.jpg
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a.WEttimage ortguiestiwtmpU487 jpg

e IEUirmge ongUtestiUtmpx\496 jpg
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© WEHimage OfigWtes11VIimp«407 |pg
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e MEUimage ongUtesUUtmpU423jpg

 UEWimage origtttestLUtmpHA446 jpg
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VA «< >

e:UEUimage origtttestlUtmpU40i jpg eUEUimage ongWtestlUtmp\493 jpg e UEttimage ortgUtest1UtmpU461 jpg

Figure 64 (Contd.). Query response ofa dinosaur image at similarity cut-off40.

6.6.1.9 Query Image Response Examples: Other Classes

The query responses shown in Figure 65 & Figure 66 can well illustrate the issue of
subjectivity involved in the intention of user and image content description. Is user
intending to retrieve blue skied images or images of blue sky with white clouds? Or, is he
aiming to get seashore images or images containing water? The answer will determine
the number of relevant images retrieved and hence the Precision, Recall & finally the
performance of the system. The Figure 67 to Figure 70 show the query responses of

images of other classes of SIMPLICity [Wang, 2001] [SIMPLIcity, on line].
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Response at Similarity cut-off 60.

eUEUimagB.origUtest1Uia2.jpg

e:UEUimage origWtest1U812.jpg

e:UEWimage origutesti W299. jpg

e:UEUimage origutesti U682 jpg

£

Image Database
Size: 1000

e MEWimage origutesti U183 jpg e UEUimage origutestiU81! jpg

e UEUimage origutesti U598.jpg e UEWimage.orig\\test1U416.jpg

Figure 65. Query response of a sea-shore image at similarity cut-off 60.

Response at Similarity cut-off 60.

e UEUimage.origutestlUtmpUI 13jpg

e UEUimage origutestiUtmpU842 jpg

a UEUimage ongUtest1UtmpU884 jpg

M

e UEUimage.origutesti UtmpUI 61 jpg

e UEUimage origutesti UtmpU143 jpg

Image Database
Size: 1000

eUEUimage.origUtest1UtmpU875.jpg eUEUimage.origUtest1UtmpU878.jpg

e UEUimage.ongUtest1UtmpU135.jpg e UEUimage origUtest1UtmpU837 jpg

T!
|

Figure 66. Query response of another sea-shore image at similarity cut-off 60.
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Query Image W- = Image Database
248.jpg Size: 1000

Response: (Similarity cut-off 60)

e UEttimage origUtest1tttmpU248 jpg e WEUimage orig\\testlUtmpU271 jpg ettEUimage origUtest1Utmp\\239 jpg e UEUimage origtttestiHtmpUI 91 jpg

23

e:UEUimageongUtestltttmptt241 |pg e UEUimage origUtest1UtmpU278 jpg e.UEUimage ongUtestlUtmp\\897 |pg e UEttimageongUtest1UtmpUi41 jpg

e |
> .

¢ Xc

e UEUimage origUtestl UtmpU879 jpg

Figure 67. Query response ofa sculpture image at similarity cut-off 60.

Query Image Image Database
506.jpg Size: 1000

Response: (Similarity cut-off 70)

Figure 68. Query response of an elephant image at similarity cut-off 70.
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503.jpg

Response: (Similarity cut-off 60)

e ttEUimage origUlest1utmpttS03 |pg
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Image Database
Size: 1000

e t»EUimageongUtestintmpU567 |pg

e UEUimage orig»testHUmpUS76jpg

e.UEttimage ongutestH\tmpU514.jpg

Figure 69. Query response of another elephant image at similarity cut-off 60.

e UEftimage origutestiutmpngoo jpg

it

a tiExumage ongUle8tnumpu86.|pg

e UEUimage 0figUlestiUImpU56.|pg

eUEUimage ongUtestn\tmpU13.jpg

a UEUimage ongUtestlUtmpW99 jpg

Response at Similarity cut-off - 60

e WEUImage orlgUte8t1Utmptt966 |pg

e UEnimage origutastiutmpU963 |pg

e UEUimage ougUtest1WtmpU964 |pg

eUEUimage OrigUtest1UtmpU87 )pg

e ' EUimage ongUtestiwtmpU946 jpg

e WEUImage origutestiutmp06i |pg

e UEUimage onguteetiutmpuaas jpg
e UEUimage ongU!est1UtmpU94 jpg
e UEUimage ongUtest1UtmpU47 jpg

n r

e:\iEUimage ongUtestlUtmp\\19|pg

Image Database
Size: 1000

e UEUimage oflgUtast1UImpu00 |pg

e ttEUimage ongulest1lulmpU98|pg

a UEUimage OrigUtest1UtmpU93t ||

e UEUimage origUtestlUtmpU96i Jpg

N\

a'UEUimage onguteetiutmpuSB |pg

m

Figure 70. Query response of served food image at similarity cut-off 60.
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Image Database
Size: 1000

Response at Similarity cut-off 70

eUEUimage.orig\uestlUImpni0.jpg e UEllimage origUtestH\tmpUS3I [pg > ttEUimage o»igWest1uimpU77 jpg e nBiimage ongMtesHUtmp047 jpg

o*]

m

e ge ong p«22 jpg e image ori J976 |pg e UEUimage origUtest: jpg eti ongUlesil J5dfi jpg

e ttEttimage ongUtesti tttmpUS jpg a

Figure 71. Query response of an image of a tribal man with color painted on face at similarity cut-off 60.

The average Recall, average Precision and average F-measures for all test
queries have been tabulated in Table 15 and class wise P - R curves and method
average P - R curves are shown in Figure 72. The average Recall, average Precision and
average F-measures tor all test queries for the method have been plotted in Figure 73.

Table 15. Average Recall, Average Precision & Average F - measure. (Whole image color codes). All queries for the method.

Similarity Average Average Average
cut-off Recall Precision F measure = 2/(1 /Avg.p + 1/Avg.r)
25 0.44 0.69 0.54
30 0.39 0.74 0.51
40 0.27 0.78 0.40
50 0.17 0.83 0.29
60 0.11 0.86 0.20
70 0.06 0.96 0.12
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Average P - R Curves for image-classes (Whole Image
Color Codes) & Average for the Method

-m— Class average - Bus
Class average - Horse

-X— Class average - Dinosaur

-*— Class average - Flow er

Average for the method

Average Precision (Method)

+ Expon. (Average for the
method)

Figure 72. P- R curves (whole image color codes). All queries for the method.

Average Precision, Recall & F Measure at Different Similarity
Cut-off Values for the method: Whole Image Color Codes

Average Recall (Method)
-m—Average Precision

(Method)

Average F-measure
(method)

Similarity Cut-off

Figure 73. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes). All

queries for the method.
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6.6.2 Discussion

O

The performance has been evaluated on 1000 images of standard data base
[Wang, 2001] [SIMPLIcity, on line] consisting of 10 classes of images for total
161 queries with different similarity cut-offs for 33 query images of 4 different
classes. ‘

The method is robust to illumination, pose and view point variations as it is
based on broader color descriptors.

The feature extraction and retrieval methods require lesser computations

compared to boundary detection based proposed methods.

'The broader descriptors are characterized to yield higher Recall. So are the
.color codes.

The method works well even on images of poor qudlity and low resolutions.

The ranking of nearly similar images is high.
The method is not sensitive to image scale and rotation.

The Precision measures obtained for majority of the queries of all four classes

- are significantly high with good Recall.

Range of average performance measures for all queries of all classes
96 % of average Precision for 6 % of average Recall
69 % of average Precision for 44 % of average Recall
Giving 27 % of fall in overcgé Precision fo raise average Recall by 38%.

Th'e;fv,exponenﬁolly exfehd_ed trend line intersects average Precision = (0.5) line

df-; éérverage Recall at value 0.90 (approx.) implies good performance

" medsures.

The results with proposed method are better than many reported in literature.

6.7 Foreground Color Codes Based CBIR

Foregrouhd based image retrieval enables user to search images on the

‘basic of objects contained in the image. The exclusion of background narrows down

subjectivity induced diversity about the image contém‘. Precisely detected foregrbund

‘encompassing promineﬁf boundaries yielding foreground region attributes and color

codes of the foreground are used as combined features for image refrieval. The

normalized histogram constructed for foreground region is compared with that of

image of image database. The algorithm is applied on color codes of foreground for
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measuring color distribution similarity of foreground regions of images under
considerations. Following method specific steps replace corresponding generic Steps 3
& 4 of Algorithm 4, Section 6.5

Step 3: Read (or extract) foreground color code features of given query image.
Step 4: For every image-feature-file of target folder,
Read corresponding foreground color code features of the image-
feature-file of target folder.
Calculate {dis)similarity_index i = Y abs{hg—hj) . for 1 <j<=number of
Bins, Where,
hgj indicates | ' bin of normalized histogram of color codes for the
query image
hij indicates | ™ bin of normalized histogram of color codes for i

image of database
Store path of data base image, needed for display.
Algorithm 6. Foreground color codes based image retrieval.
6.7.1 Performance Evaluation
The performance of the method has been tested on image database of
SIMPLIcity [Wang, 2001] [SIMPLIcity, on line] consisting of 371 images. Exhaustive
performance evaluation has been carried out for two classes of database — Bus and
flower. Recall, Precision and F -measure are computed for sample queries of each class
of images for different similarity cut-offs. Average Recall, Average Precision and
Average F — measures for the class are tabulated to analyze performance of the
method for given class of images. P — R curves for query responses along with Average
Precision and Average Recall are plotted for performance analysis. Average Recall,
Average Precision and Average F — measures are also plotted for different similarity cut-
off.
6.7.1.1 Query Image Class: Bus
o The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on
line] consisting of 371 images has been shown in Table 16 for
11 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different
similarity cut-offs &

57 queries
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o The set of selected query images is same as the set used for image retrieval

using whole image color codes.

Table 16. Precision, Recall & F -measure at different similarity cut-offs. (Foreground color codes). Class - Bus.

Total
| Reltrieved total . relevant Recall Precision
Similarity  relevant retrieved imagesin _ measure=
Query Image cut-off images - images - the rT_otr;I/ ptc;t;rll 21 /p +
I total database 1/r)
- Total
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Table 16 (Contd.). Precision, Recall & F -measure at different similarity cut-offs. (Foreground color codes). Class - Bus.

Total
Retrieved total relevant Recall Precision F
Similarity relevant retrieved images in _ _ measure”
Query Image cut-off images- images - the rT—Otr;I/ ptc;tarlllrl 21( l/p +
" total  database 1)
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Table 17. Average Recall, Average Precision & Average F -measure. (Foreground color codes). Class Bus.

Similarity Average Average Average
cut-off Recall Precision F measure = 2/(1 /Avg.p + 1/Avg.r)
25 0.40 0.75 0.52
30 0.34 0.75 0.46
40 0.21 0.77 0.33
50 0.11 0.83 0.19
60 0.04 0.93 0.08
70 0.03 1.00 0.06

The average Precision and average Recall for class Bus have been tabulated in Table
17 and plotted in Figure 74 along with P - R curves for individual bus image query
responses. The average Recall, average Precision and average F-measures with respect

to similarity cut-off for all test queries of the class have been presented in Figure 75.

P - R Curves ( Foreground Color Codes) Buses

—+—300.jpg
- —=— 310.jpg
- 358.jpg
315.jpg
oTo —*—319.jpg
Seoge e
@ ﬂ —i— 365.jpg
g oo —— 388.jpg
oG 366.jpg
. 344.jpg
369.jpg
oo Average
...... Expon. (Average)
oo
0.2 0.4 0.6 0.8 1 12
Recall

Figure 74. P- R curves (Foreground color codes). Class - Bus.
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Following points are observed:

(]

(]

(0]

The nature of obtained P - R curves matches with the practical P - R curves,
Stricter similarity cut-off increases the Precision at the cost of Recall,
Despite vast variations in bus colors, poses and illumination conditions, high
recall with good precision is achievable for many sample queries,
For all but one queries, Precision of 1.0 is achieved.
The Precision and recall measures have been improved for all but one
(319.jpg) query images.
Improvement in precision is contributed by two factors - only foreground
region based comparison and reduced image database size,
Range of average performance measures for the class

100 % of average Precision for 3 % of average Recall
v 75 % of average Precision for 40 % of average Recall
v Giving 25 % of fall in average Precision to raise average Recall by 37 %
The exponentially extended trend line intersects average Precision = (0.5) line
at average Recall at value 0.9 (approx.) implies quite good performance

measures for images of the class.

6.7.1.2 Query Response Example: Class - Bus

The query response of a bus image [Wang, 2001] [SIMPLIcity, on line] at similarity

cut-off of 25 is shown in Figure 76. The Recall of 59 % with 97 % of Precision is to be noted.
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Image
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rr-59, total -61 , Total - 100, r- 0.59 , p - 0.97

e'UE'uimage

Image Database

Size: 371

ImpU361 [pg

a HEHimage orlgntesmitmpus364 jpg

e HEHimage origHtest1 UtmpU3061pg

e HEHimage origHtest1UtmpU313.jpg

a HEHimage ortgHtest1HtmpH336 jpg

e HEHimage ongntastiutmpu3s5 |pg

e HEHimage ongritest1UtmpH395]pg

e HEHimage ongritestlritrpH336.Jpg

a ge Ortgnteslintmpw3si pg

a UEHimage ortgritestlWmpW367 Jpg

a HEHimage ongHtest1HtmpU388 jpg

€eUEV.imageorlgHtestlHtmpH38S jpg

a HEHimage origHtestlUtmpU304 jpg

a HEHimage origHtestnumpU300 jpg

a HEHimage ortgUtestiUtmpUSCM jpg

e.UEUf 332 |pg

Figure 76. Query response of a bus image at similarity cut-off25. (FGCC)
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6.7.1.3

0

e HEinmage ortgtttestiUtmpU327./pg e UEUimage ortgutestiutmpU39* jpg
e UEUImage ortgUtest1fimpU3Q3.jpg

e UEUimage.origUtestltttmpu301 jpg

e (E'.umage ortgutest1utmpU686 jpg a UEUimage origUtest1UtmpU3I2 |pg a UEUimage ongUtoslintmpu369.|pg e UEUimage Ofigutestmtmpu344 jpg

a UEUimagaortguiestiutmpU32i jpg a UEUimage origUtestiUtmpU332 |pg a UEUimage ongutestiutmpU4G3.pg a UEUimage oftgutesttutmpu399jpg
-

e UEUimage orlgutest! Utmp't373|pg e UEUimage origUtestiUtmpU36? [pg e UEUimage origUtas11HImptv397 [pg a UEUimage ongUlest! HImpU317 jpg

e UEUimage.origUtest1UtmpU384|pg

Figure 76 (Contd.). Query response ofa bus image at similarity cut-off25. (FGCC)

Query Image Class - Flower
The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on
line] consisting of 371 images has been shown in Table 18 for
10 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different
similarity cut-offs &
+ 51 queries
The set of selected query images consists of 8 images used in the set for
image retrieval using whole image color codes. Two images used in the first

set have been replaced because of their inferior foreground extraction.
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Table 18. Precision, Recall & F -measure at different similarity cut-offs. (Foreground color codes). Class - Flower.
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Table 18(C'ontd.). Precision, Recall & F -measure at different similarity cut-offs. (Foreground color codes). Class - Flower.

Total
Retrieved total relevant . F
Similarit relevant retrieved images in Recall - Precision
Query Image y _ g r=m/ p=p/ IMeasure=
cut-off images - images - the 2/( /p +
Total total
rr total database 1/r)
- Total

682.jpg 25 32 34 0.56 0.94 0.70
30 30 31 0.53 0.97 0.68

40 27 28 57 0.47 0.96 0.63

50 20 20 0.35 1.00 0.52

60 13 13 0.23 1.00 0.37

25 26 27 0.46 0.96 0.62

30 25 26 0.44 0.96 0.60

40 20 21 57 0.35 0.95 0.51

50 18 18 0.32 1.00 0.48

60 15 15 0.26 1.00 0.42

621.jpg 25 27 28 0.47 0.96 0.63
30 24 25 0.42 0.96 0.59

40 20 21 57 0.35 0.95 0.51

50 18 18 0.32 1.00 0.48

60 15 15 0.26 1.00 0.42

640.jpg 25 5 5 0.5 1.00 0.67
30 4 4 0.4 1.00 0.57

40 3 3 10 0.3 1.00 0.46

50 2 2 0.2 1.00 0.33

60 ! ! 0.1 1.00 0.18

Table 19. Average Recall, Average Precision & Average F - measure. (Foreground color codes). Class - Flower.

Similarity Average Average Average
cut-off Recall Precision F measure = 2/(1 /Avg.p + 1/Avg.r)
25 0.45 0.68 0.54
30 0.41 0.71 0.52
40 0.35 0.75 0.48
50 0.29 0.80 0.43
60 0.22 0.90 0.35
70 0.16 1.00 0.28
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The average Precision and average Recall for class Flower have been tabulated in
Table 19 and plotted in Figure 77 along with P - R curves for individual query responses.
The average Recall, average Precision and average F-measures for all test queries of
the class have been presented in Figure 78.

P - R Curves (Foreground Color Codes) Flowers
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Figure 77. P- R curves (Foreground color codes). Class- Flower.
Average Precision, Recall & F Measure at Different
Similarity Cut-off Values : Foreground Color Codes -
Flowers
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Figure 78. Avg. Precision, Avg. Recall, Avg. F - measures verses Similarity cut-offs. (Foreground color codes). Class - Flower.
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Following points are observed:

o The nature of obtained P - R curves matches with the practical P - R curves,

o Stricter similarity cut-off increases the Precision at the cost of Recall,

o Despite vast variations in foreground colors and illumination conditions, high
recall with good precision is achievable for many sample queries,

o For many queries, Precision of 1.0 is achieved for reasonable Recall,

o Range of average performance measures for the class

100 % of average Precision for 16 % of average Recall
+ 68 % of average Precision for 45% of average Recall
I Giving 32 % of fall in average Precision to raise average Recall by 29 %

o The exponentially extended trend line intersects average Precision = (0.5) line
at average Recall at value 0.67 (approx.) implies good performance
measures for images of the class.

6.7.1.4 Query Response Example: Class - Flower
The query responses of two different flower images [Wang, 2001] [SIMPLIcity, on
line] at lowest similarity cut-off of 25 are shown in Figure 79 & Figure 80

respectively. The selected query images are of typical foreground colors.

Image Database
Size: 371

Response at Similarity cut-off 25

e:UEUimage.origUtestltttmpU689 jpg e:\1EUimage ortgUtestlUtmpU694.jpg eUEUimage.origUtestl UtmpU683 jpg e:UE\image.ongUtestlUtmpU686.jpg

e:UEUimage.ongutest1\tmpU6I2.jpg eUEUIr 551 jpg

Figure 79. Query response of a flower image at similarity cut-off 25. (FGCC)
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Query Image Image Database
640.jpg Size: 371

Response at Similarity cut-off 25

6.7.2

Figure 80. Query response ofanother flower image at similarity cut-off25. (FGCC)

Discussion

(]

The performance has been evaluated on 371 images of standard data base
[Wang, 2001] [SIMPLIcity, on line] consisting of all images of two classes and
some images from other classes for total 115 queries with different similarity
cut-offs for 21 query images of 2 different classes.

The method is not suitable for images containing very small foreground
objects and objects touching to image boundaries which may not be
encompassed by prominent boundaries.

The extracted background excludes background and related features from
comparison enabling user to perform search based on objects contained in
the image.

The method is robust to illumination and less sensitive to pose and view point
variations as it is based on broader color descriptors of the extracted
foreground.

The feature extraction and retrieval methods require significant computations.
The performance of the method is not sensitive to regions attached to
foreground objects, because, for given image, such regions can be made to
constitute small percentage of total extracted foreground by performing

feature extraction at higher wavelet level. The low resolution and poor
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0

0

quality of images affect foreground extraction and hence performance of
the method.

The Precision measures obtained for majority of the queries are significantly
high with good Recall.

The exponentially extended trend line intersects average Precision = (0.5) line
of both classes at average Recall at values 0.9 & 0.67 (approx.) respectively,

imply good performance measures.

6.8 Foreground Shape Correlation Based CBIR

The normalized unsegmented foreground region has been utilized as the

feature for the image comparison. The method specific steps, replacing Step 3 &

Step 4 of algorithm specified in Algorithm 4, Section 6.5 are:

Step 3: Read (or extract) normalized unsegmented foreground region features for

the query image. Call it Rq.

Step 4: For every image-feature-file of target folder,

Read normalized unsegmented foreground region features of the image-
feature-file of target folder. Let us call it Rdi.

Calculate correlation coefficients of Rq & Rdi.

Find the significant correlation coefficient.

Calculate (dis)similarityjndexi = 100 - abs(significant correlation
coefficient of Rq & Rdi) * 100

Algorithm 7. Foreground shape correlation based image retrieval.

Unsegmented foreground regions have been obtained by excluding

background regions found in step 8 of Algorithm 3.

The query response for the method is shown in Figure 82. Note that the

performance & results with 0 % weight of foreground color code attributes in the

composite similarity constraint of next method - Foreground Color Codes & Shape

Correlation corresponds to this method of image retrieval.

6.8.2 Performance Evaluation

The performance of the method has been tested on image database of

SIMPLIcity [Wang, 2001] [SIMPLIcity, on line] consisting of 371 images. The Precision,

Recall and F - measures are shown in Table 19 for 10 images of class Flower and total of

20 queries. Corresponding P - R curves are plotted in Figure 81.
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Table 20. Precision, Recall & F -measure at different similarity cut-offs. (Foreground shape correlation). Class - Flower.

Total
Retrieved fatal relevant . F
Similari relevant retrieved images in Recall  Precision
VAN
Query Image vy _ 9 r=rw/ p=rr/ 'NEasure
cut-off images - images - the 2/( I/p +
Total total
I total database 1/r)
- Total
60 39 41 0.39 0.95 0.55
100
70 4 4 0.04 1.00 0.08
60 45 47 0.45 0.96 0.61
100
70 23 23 0.23 1.00 0.37
655.ipg
60 10 10 0.1 1.00 0.18
100
70 1 1 0.01 1.00 0.02
60 34 36 0.34 0.94 0.50
100
70 7 7 0.07 1.00 0.13
60 1 1 0.01 1.00 0.02
i
100
70 1 ! 0.01 1.00 0.02
60 2 2 0.02 1.00 0.04
100
70 1 ! 0.01 1.00 0.02
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Table 20 (Contd.). Precision, Recall & F - measure at different similarity cut-offs. (Foreground shape correlation).
Class - Flower.

Total
Retrieved total relevant . F
Similarity relevant retrieved images in Recall  Precision
Query Image . . g r=rr/ p=rr/ measure=
cut-off images - images - the 2/( /p +
Total total
rr total database 1/r)
- Total

60 4 5 0.04 0.80 0.08

100
70 3 3 0.03 1.00 0.06

AN 1/\ N\

60 42 45 0.42 0.93 0.58

- 100
70 19 19 0.19 1.00 0.32

621.jpg
60 47 50 0.47 0.94 0.63
70 26 26 0.26 1.00 0.41
64Q-jpg

60 6 7 0.06 0.86 0.11

100
70 2 2 0.02 1.00 0.04

Table 21. Average Recall, Average Precision & Average F - measure. (Foreground Shape correlation). Class - Flower.

Similarity Average Average Average

cut-off Recall Precision F measure = 2/ (1/Avg.p + 1/Avg.r)
60 0.23 0.94 0.37
70 0.09 1.00 0.16
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P - R Curves ( Foreground Shape Correlation) Flower
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Figure 81. P- R curves (Foreground shape correlation). Class- Flower.

Following points are observed:
o The P - R curves obtained are close to ideal P - R curves,
o Stricter similarity cut-off increases the Precision at the cost of Recall,
o Despite vast variations in foreground colors and illumination conditions, good
Recall with good Precision is achieved for many sample queries,
o For all queries, Precision of 1.0 is achieved for reasonable Recall,
o Range of average performance measures for the class
100 % of average Precision for 9 % of average Recall
+ 94 % of average Precision for 23% of average Recall
+  Giving only 6 % of fall in average Precision to raise average Recall by 14 %
o The exponentially extended trend line is well above average Precision = (0.5)
line implies good performance measures for images of the class.
6.8.2.1 Query Response Example
Figure 82 shows query response of a flower image with similarity cut-off 60 giving
34 flower images based on shape comparison. It should be noted that for same query
image, whole image color code based approach retrieves maximum of 4 flower
images whereas foreground color code based approach retrieves only the query

image even for lowest similarity cut-off. (Table 11 and Table 18 respectively.)
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Figure 82. Query response of a flower image at similarity cut-off 60. (FG shape correlation)
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6.8.3 Discussion

0]

The method is very sensitive to the shape of the foreground. Foreground
object shape altering regions affect the performance of the method very
adversely.

The method gives very good results for images where foreground is not
containing attached unwanted regions. E.g. images of ALOl database,
images of class flower and class bus of SIMPLIcity [Wang, 2001] [SIMPLIcity, on
line] database. The method may not perform equally well for the images like
those of BSDB [Fowlkes, on line] [Martin, 2001],

Relaxed similarity cut-off ends up in poor Precision. Recommended similarity
cut-off is above 60% for better performance,

Shape matching being a stricter constraint, relatively higher Precision and
lower Recall are observed for the method,

The shape correlation technique has been applied for face region matching

for the purpose of similar-face image retrieval.

6.9 Foreground Color Codes & Foreground Shape Based CBIR

The proposed method compositely exploits two foreground features - shape and

color codes. The weight proportion of these two features in the similarity measures is

selectable by the user. Thus, the composite similarity measure signifies the proportionate

emphasis of user's search criteria. The normalized unsegmented foreground region and

foreground color codes have been utilized as the features for the image comparison.

The method specific steps, replacing Step 3 & Step 4 of Algorithm 4, Section 6.5 are:

Step 3: Read (or extract) foreground color code features of given query image.

Read (or extract) normalized unsegmented foreground region features for

the query image. Call it Rq.

Step 4: For every image-feature-file of target folder,

Read corresponding foreground color code features of the image-
feature-file of target folder.

Calculate (dis)similarityjndexi= X abs(hqj- hij) , for | <j <= number of
bins, Where,

hgj indicates jth bin of normalized histogram of color codes for the query

image
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hi indicates j bin of normalized histogram ef color codes for i himage of

database

'Read normalized unsegmented foreground region features-of the image-

feature-file of target folder. Let us call it Rd..

Calculate correlation coefficients of Rq & Rd.

- Find the significant correlation coefficient.

Cclcbldfe (dis)similarity_indexli = 100 - abs-
coefficient of Rq & Rdi) * 100

Read Foreground_Colorcode_weight

(significant correlation

~ Calculate compbsi’re (dis)similarity index as

(dis)similarity_index 1= (Foreground_Colorcode_weight*(dis}similarity. index)

+{(1.0- Foreground__Colorcode_‘,weight) *(dis)similarity_index1)

Algorithm 8. Foreground color codes & foreground shape based image retrieval:

6.9.1 Performunce Evaludation

The performance of the mefhod for different combinations of weights of

“foreground color code and foreground shape correlation in composite similarity index is

tabulated for an image {455.jpg {Wang 2001] [SIMPLIcity, on line]) of Dnosaur class is

shown in Table 22. The respechve P-R curves are presented in Figure 83.

Table 22. Precision, Recall & F —measure for different proportionate weights at different sxmllamy cut-offs. (Foreground Color

codes & foreground shape correlation).

Similarity Zéf\;«’éigfg Re?rieved ’retci Recall | Precision
cut-off . relevant | retrieved - - F
 for 5i n. images - | images- | " [ PEM | easure
455.jpg imilarity " total Total total
- Index
Total relevant images in the dcn‘obcse Total = IOO
50 29 82 . 0.29 0.35 0.32
40 0 7 17 0.07 0.41 0.12
.70 ] 1 001 | 1.00 0.02
- 50 29 46 0.29 0.63 0.40
60 10 3 5 0.03 0.60 0.06
70 ] T 0.01 1.00 0.02
50 26 38 0.26 0.68 0.38
60 20 3 3 0.03 1.00 0.06
70 ] 1 0.01 1.00 0.02
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Table 22 (Contd.). Precision, Recall & F -measure for different proportionate weights at different similarity cut-offs.
(Foreground Color codes & foreground shape correlation).

% Weight

Similarity of FG CC Retrieved t(?tal Recall Precision

cut-off ) relevant retrieved F
for . |'n . images - images - r=m/ p=rr/ measure

455 jpg Similarity i total Total total

Index
Total relevant images in the database, Total = 100

50 25 34 0.25 0.74 0.37
60 30 6 7 0.06 0.86 0.11
70 ! 1 0.01 1.00 0.02
50 26 34 0.26 0.76 0.39
60 40 8 9 0.08 0.89 0.15
70 ! ! 0.01 1.00 0.02
50 27 36 0.27 0.75 0.40
60 50 12 15 0.12 0.80 0.21
70 2 2 0.02 1.00 0.04
50 29 35 0.29 0.83 0.43
60 80 23 28 0.23 0.82 0.36
70 12 14 0.12 0.86 0.21
50 30 38 0.3 0.789474 0.43
60 100 21 26 0.21 0.807692 0.33
70 16 20 0.16 0.8 0.27

P - R Curves ( Dinosaur Image). Composite Similarity Criteria -
Foreground Color Codes & Foreground Correlation-Coefficients

go -*-0% FGCC & 100% FG
Corr-Coeff

o 10 % FGCC & 90% FG
Corr-Coeff

so 20% FGCC & 80% FG
5 Corr Coefff

Zg © -%- 30% FGCC & 70% FG
o Corr-Coeff

o

o 40% FGCC & 60% FG
Corr-Coeff

o 50% FGCC & 50% FG
Corr-Coeff

oo -t— 80% FGCC & 20% FG
0.1 0.2 0.3 0.4 Corr-Coeff

—— 100% FGCC & 0% FG
Recall Corr-Coeff

Figure 83. P- R curves for different proportionate weights of Foreground color codes & foreground shape correlation.
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The suitable proportion of weight for best retrieval performance is image specific.
The user is given a choice of selecting the weight and altering the proportion if required
for successive retrievals. The Precision and Recall for two images of flower given as
queries with 70% - 30% & 30%-70% weight proportion (Foreground CC & Foreground
shape correlation) has been computed in Table 23. The high Precision is noteworthy.

Table 23. Precision, Recall & F measure for two different proportionate weights at different similarity cut-offs. (Foreground
Color codes & foreground shape correlation).

Simil % Weight Retrieved total - F
arity of F.G cc relevant retrieved Recall - Precision measure
Query Image . . r=rr/ p=rr/ -
cut- Lo images - images - =2/( 1/p
off Similarity N total Total total + 1)
Index
Total relevant images in the database, Total = 00
40 28 28 0.28 1.00 0.44
50 20 16 16 0.16 1.00 0.28
60 14 14 0.14 1.00 0.25
70 3 3 0.03 1.00 0.06
40 35 35 0.35 1.00 0.52
50 30 18 18 0.18 1.00 0.31
60 12 12 0.12 1.00 0.21
70 4 4 0.04 1.00 0.08
40 19 30 0.19 0.63 0.29
A 64470 50 20 12 19 0.12 0.63 0.20
pc 60 10 1 0.1 0.91 0.18
70 7 7 0.07 1.00 0.13
40 18 24 0.18 0.75 0.29
50 30 14 14 0.14 1.00 0.25
60 L] 1 0.11 1.00 0.20
70 6 6 0.06 1.00 0.11

6.9.1.1 Query Response Examples:

Figure 84 and Figure 85 show respective retrieval results for a flower image with 20
% and 10 % weight of foreground color codes in the composite similarity index. The
reduction in weight of foreground color codes and corresponding increase in the
weight of foreground shape correlation results into retrieval of more flower images, not
necessarily while flower images. Image retrieval with same query image for foreground
color code method (100 % weight of foreground color codes), only the query image
gets retrieved (Table 11). The reduction of similarity cut-off results into retrieval of more

images as shown in Figure 86 & Figure 87.
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Image Database
Size: 371

Response at Similarity Cut-off 60 with Foreground Color Code Weight 20

e UEttimage origtttest 1tttmpU656.jpg

Figure 84. Query response ofa flower image at similarity cut-off60 with FG CC weight 20. (FGCC & FG shape correlation)

Query Image Image Database
656jpg Size: 371

Response at Similarity Cut-off 60 withBFd*egBound Color Code Weight 10

e UEUImage.ongWtesllutmpU656.|pg e:UEttimage ongutestltttmp«632 |pg e NEttimag0.origUt8StlUtmpUd66.jpg e ttEttimage.origtttestLINtmptt649jpg

x*

e UEUimag8.ongtttestlUtmpU660.jpg

Figure 85. Query response of same flower image at similarity cut-off 60 with FG CC weight 10. (FGCC & FG shape correlation)

* Image Database
Size: 371

Response at Similarity Cut-off 50 with Foreground Color Code Weight 20

e NEttimage origtttest1tttmptt656 jpg e NEttimage ongtttest1tttmptt483|pg e ttEttimage.origtttest1tttmptt632 jpg e NEttimage origtttest1tttmptt642 jpg

>~ ML3 E3

e WEWimage orig\Uest1UtmpU604 jpg

Figure 86. Query response of same flower image at similarity cut-off 50 with FG CC weight 20. (FGCC & FG shape correlation)
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Figure 87. Query response of same flower image at similarity cut-off 50 with FG CC weight 10. (FGCC & FG shape correlation)
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6.9.2 Discussion

o The method exploits advantages of all previously proposed methods. The
foreground based approach eliminates unwanted, major contributing
background and related features enabling object based search with

additional constraints of foreground shape and colors.

o The selectable proportion of weight of foreground color codes and

foreground shape ends up in good performance of the system.

6.10 Comparisons - Query Responses of Various Algorithms

The section provides comparison of query responses of various proposed method
of image retrieval for same query images. The first example is for comparison of
response of various methods for a flower image of SIMPLIcity [Wang, 2001] [SIMPLIcity,
on line] image database whereas the second example is for the ALOI image data base
[ALOI, on line] [Geusebroek, 2001]. Typical characteristics of the databases are

described in Section 6.4.

6.10.1 Example | - SIMPLIcity image database [Wang, 2001] [SIMPLIcity, on line]

Figure 88 to Figure 91 are the respective query responses of proposed four
methods for same query-image with same similarity cut-off of 60. The query response
with whole image color codes based retrieval gives 2 similar flower images shown in
Figure 88. The response of same query image with foreground based color code
approach yields 15 similar - red flower images as shown in Figure 89. The response with
foreground shape correlation method is shown in Figure 90 indicates retrieval of 39
flower images (not only red) and 2 non-flower images. The foreground color codes and
foreground shape based approach with 30% weight to foreground color method yields

response shown in Figure 91 giving 12 similarly shaped red flower images.
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Query Image . Image Database
606.jpg r \4Y Blgg Size: 1000

Response - Whole Image color codes, Similarity cut-off 60

Figure 88. Query response of a flower image at similarity cut-off60. (Whole image color codes).
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Figure 89. Query response of same flower image at similarity cut-off 60. (Foreground color codes).
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Image Database

Size: 371

Response - Foreground shape correlation, Similarity cut-off 60
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Figure 90. Query response of same flower image at similarity cut-off 60. (Foreground shape correlation).
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Query Image fW K Image Database
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Figure 91. Query response of same flower image at similarity cut-off 60 with 30% weight of FGCC. (Foreground color codes &

foreground shape correlation).

6.10.2 Example 2 - ALOI image database [ALOI, on line] [Geusebroek, 2001]

The effect of illumination changes and object view point variations on image
retrieval has been illustrated with following query responses of various methods for same
query image - a toy duck for similarity cut-off of 70. The major portion of the
background in the image causes poor Precision for whole image color code method as
shown in Figure 92. The foreground color code based approach improves the Precision
by giving yellow / white colored toy images as the response as shown in Figure 93. The
foreground shape based method for retrieval gives good Recall and Precision with duck
toys ranked higher, as shown in Figure 94. The foreground based composite approach
with color codes and shape correlation with 30% weight of foreground color codes give

the best performance as shown in Figure 95.
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Figure 92. Query response of an ALOI image at similarity cut-off 70. (Whole image color codes).

174



e UEUaioi aam337_Wci png

e:UEUaioi dHUIOIJfirt png

e UEUaioi <fclU62J7¢1 png

e UEUaioi dalU132_l6c2 png

Im

e UEUaioi datu?.ktoe.png

e.UEUaioi datU76jlc2 png

e UEUaioi dBtW70.12c2.png

e UEUaM ttatUI61_l6c3 png

X'1P

e UEUaioi datUi6l.16c2.png

IAP

e UEUaioi daiU62J6c3png

& UEUaioi <felU90_I8B3.png

e UEUaioi darn161_|8capng

e UEUaioi datU90J6¢3 png

e UEUaioi datm.1602 png

eUEUaioi dalU7i_Qci png

e UEUaioi #"UUS39J8cl png

Figure 92 (Contd.). Query response of an ALOI image at similarity cut-off 70. (Whole image color codes).
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Figure 93. Query response of same ALOI image at similarity cut-off 70. (Foreground color codes).

176



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

Image Database
Size: 112

Query Image
62_18c2.png

Response - Foreground shape correlatio, iMrity cut-off 70

e UEttaloi dalu62J8c2.png

eWEUalol dtfUSJGcl png

e UEUaioi daU\62_I€b2 png

eUEWaioi dalu9D_(7c2 png

e UEUaioi datUSDJ8c2 png

e UEUalJoi 0atU36_Qc3 png

e NEUatoi c&tU62J7¢2 png

eUEUakrt dam62J7c¢3 png

e WEUaloi dal\82_I6c3 png

e uEWaloi caiU992_Wc3 png

e UEUaioi datU9D_ieol png

eUEUaioi C&IU992_ISci png

e:UEttaloi datU62_iecl png

e \\E\\atoi da!U62J5c2 png

e WFUatoi datU90_IScl png

eUEWaioi dalu932_!5c2 png

eUEUaioi damgo_i8c3png

eUEttatoi ctaiH62j8c3png

e:tEWatoi cfelU62J7c1 png

e UEUaioi dalU90_ISc2 png

e UEUaioi dalU90_I7c1 png

eUEUaioi dalUffLOS png

Figure 94. Query response of same ALOI image at similarity cut-off 70. (Foreground shape correlation).
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Figure 95. Query response of same ALOI image at similarity cut-off 70 with 30% weight of FGCC. (Foreground color codes &
foreground shape correlation).

6.10.3 Discussion

(o]

The whole image color code based approach is well suitable for finding
images having similar foreground-background color code distribution. High
Recall values are possible because of broader color descriptors. The method
faces conventional limitations because of not considering shapes or any
other regional features.

The foreground region based approaches enable foreground object based
image search by considering foreground color codes and foreground shape
correlation. The foreground color code based approach permits retrieval of
foreground shape variant similar images. The foreground shape correlation
has been a stricter comparison and very sensitive to extracted foreground
shape.

The composite similarity measure of foreground color codes & foreground

shape performs well for majority of query images.
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6.11 Application Specific CBIR - Similar Face Image Retrieval

This section is an application of proposed methods for application-specific CBIR
to retrieve similar face images from images containing complex background. The
feature extraction phase consists of face region extraction technique based on
prominent boundaries detection based foreground separation. The similarity measure
for face regions is the shape correlation comparison as described in Section 6.8. The
high success ratio of precise face region extraction for complex backgrounds and
illumination variations has been exploited for shape correlation based similarity
comparison for image retrieval.

6.11.1 Face Extraction from Images Containing Complex Background

The section proposes novel method for human frontal face extraction from color
images characterized by uncontrolled illumination conditions for image capturing and
complex backgrounds. The method incorporates stationary Haar wavelet transform &
proximity influence for prominent boundaries detection and watershed transform,
proximity influence & morphological operations to separate foreground / background
along with region and color attributes for human face extraction. The method exploits
redundancy by coalescing local color cues of all color channels to emphasize reliable
processing to precisely detect the human face by avoiding under-segmentation and
reducing over-segmentation & artifacts. The method has been tested on face-image
collection of standard database and on images captured by an amateur
photographer for various complex backgrounds having diversified textures, varied
illumination conditions and multiple background objects. The presented results show the
effectiveness of the method for frontal face extraction, proving it suitable as an input to
applications like digital album catalogue, content based image retrieval, face
recognition and facial expression recognition.

First well-thought out aigorithm for image segmentation would be a  watershed
algorithm [Beucher, 1979]. The watershed algorithm has inherent characteristic of
finding local minima - catchments basins producing over-segmentation of regions and
introducing artifacts. Hence, watershed transform cannot be applied directly on images
having textures, texture or smooth color tone variations e.g. natural images. Any
filtering-preprocessing before applying watershed algorithm results intfo  loss  of
information introducing either leaks in the boundaries or spurious boundaries leading to

improper segmentation. Hence, other techniques required to be combined with
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'wo’rershed algorithm to overcome short-comings of watershed algorithm exploiting
advantages of the same. So has been done in the proposed method. ' '

The face extraction is a process of isolating face region from all other regions. The
performcncé of the face extraction is challenged by characteristics like illumination
variations, shadows, skin-colored other regions, face-shaped other regions, multiple
objects, diversified indoor & outdoor background textures, wide range of face skin
colors and hair colors, different hdir stylés, different face orientations, different image
resolutions along with aforesaid image segmentation issues as image segmentation
being the inevitable first step of the process.

-The issue of extrocﬂbn of human face from images captured in uncontrolled
illumination conditions having complex & nbn-uniform background has been addressed
in the proposed method by performing proper segmentation followed by foreground /
background sepqroﬁqn and face region extraction. The image characterisfics -
illumination variations and diversity & variations in the background textures impose
cho{lenges at the segmentation and face extraction phase. The proposed method
enforces reliable processing of local color cues.of all color and grcy channels for
forming continuity preserving prominent boundaries incorporating Stationary Haar
wavelet at various levels. The prominent boundaries, proximity influence and watershed
transforms are compositely used for revealing foreground from the image. This
foreground may consist of human face, hair and attached regions due to complex &
nbn-uniform background. Various region attributes along with color atiributes are used
to extract the face. The method overcomes issues of under-segmentation by precise
processing of low level cues generating well localized, delineated leak-free boundaries
which are further categorized as prominent boundaries encompassing visually
promineﬁt regions in the image. The method minimizes over-segmentation & artifacts
producing proper segmentation needed for face exiraction in majority of the cases
containing illumination variations. The incorporation of Stationary Haar decomposition
at various levels makes rhe’rhod suitable for hierarchical framework. The performance of
the .method has been evaluated on face images of standard dataset Caltech 101
[Caltech, on line] [Fei-Fei, 2004].
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6.11.1.1  The Method

The proposed method exploits redundancy by finally coalescing local cues of R,
G. B and Gray color channels for prominent boundaries detection and for formation of
composite watershed regions utilized for face extraction.

The region attributes considered for determining the face region are defined in
the method regionprops of Matlab 14 as follows: Orientation - The angle ( in degree)
between the x-axis and the major axis of the ellipse that has the same second-moments
as the region. Extent — The portion of the pixels in the bounding box that are also in the
region. Eccentricity - Measured for the ellipse that has the same second-moments as
the region. It is the ratio of the distance the foci of the ellipse and its major axis length.
The steps involved for the face extraction are:

Step 1: Apply foreground extraction Step 1 to Step 10 of Algorithm 3, Section 5.2.

Step 2:For all regions of foreground,
Exclude small regions.
For remaining regions,
Mark a region as face region if orientation > 70, Eccentricity > 0.3, extent < 0.95,
axis _ratio (Minor axis length / Major axis length) > 0.4 and if region contains skin
color. Mark image category as face.

Step 3: Map face region on the image to extract face image.

Algorithm 9. Face extraction from images containing complex background.

The thresholds are empirically determined to reflect shape attributes of face.

6.11.1.2 Results

The method has been tested on test set consists of 115 face-images of Caltech
101 face dataset [Caltech, on line] [Fei-Fei, 2004] comprising of faces of 15 persons
and other high resolution images captured by an amateur photographer. The test
set images are selected to cover various illumination variations and backgrounds.
The images containing mustache and bearded face are excluded from the test set.
The Caltech dataset [Caltech, on line] [Fei-Fei, 2004] found most appropriate as the
data set because it contains color face images of medium size and reasonable
resolution. The multiple images of persons have been captured at various indoor-
outdoor places with various complex backgrounds under different illumination
conditions generating shadows and illumination variations. Figure 96 illustrates results
of various phases of face extraction incorporating fwo different levels of wavelet

decomposition — level 1 and level 2. The prominent boundaries detected for Gray
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channel has been shown in Figure 96 (b). Various regions of segmen’fed'coior
channels have been shown in Figure 96 (c] to Figure 96 (f). The composite regions of
segmented image are shown in Figure 96 (g). The watershed pixels' constituting
region isoléﬁng boundaries have been shown in Figure 96 (h}). Figure 96 (i) and
Figure 96 (j) comesponds to separated background and foreground respectively. The
foreground is marked as black in the background image and background is marked
as bldck in the foreground irhc:gé. The éxfrc:c’red faces are finally shown in Figure 96
(k). In general, reduction of image dimension by a large fcctof mgy adversely affect
the segmentation performance due to lm‘erpolcted pixel color values. The
unaffected result of face extrochon for a size reduced high resolution image has
been shown'in Figure 97. Flgure 98 illustrates unsuccessful face extraction due to
improper segmentation because of exireme 1liummahon variations on the face. The
extracted faces of some of the images of test set have been shown in Figure 99. The
typically picked up images contain distinctiveness like ‘nori-face skin color regions,
other ’fucie~shape‘d regions, skin-colored hc:ir,‘ off—c’eme"r'e‘d face, mulliple
background objects and most importantly illumination variations due fo different
lightning conditions at indoor-outdoor locations. Table 24 depicts the effectiveness
and robustness of the method for successfully extracting faces for 82.6 % of the

images of the fest set.

6.11.1.3 Discussion

o The proposed method is novel for prominent bound‘ar-iés, préximity influence,
Stationary Haor Wavelet, used for generation of-c':omposife watershed regions
for foreground separation that is combmed with foce-region & face-color
attributes for frontal face extraction.

o The well localized and delineated continuity preservmg promnnenf boundaries
detected by precise and reliable processing of low. level color cues of all
color and gray channels form the basis of ' highl (82.6 %) successful face
extraction ratio for 115 test images of Caltech 161 [Caitech, on ling] [Fei—Fei,
2004] dataset. | o

o The exiraction of face has been tested on various images containing
performance affecting characteristics like illumination variations, shadows,
sk§n§colored other regions, face-shaped other regions, multiple objects,
diversified indoor & outdoor complex-background textures, wide range of
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face skin colors and hair colors, different hair styles, different face orientations
etc. The stationary Haar wavelet decomposition at various levels, prominent
boundaries & proximity influence avoids under-segmentation and reduces
over-segmentation & artifacts - inherent characteristics of watershed
transform.

o The method results are not affected due to interpolation operation involved in
a size reduction of a high resolution image by a large factor,

o As shape and color of the face region is largely altered due to mustache &
bearded, the method fails for face extraction of such cases. Similarly, a dark
face segmenting shadow also produces il results of face extraction,

o Still, precisely extracted faces with high performance ratio for variety of
images proves the suitability and versatility of the method for applications like
digital album catalogue, content based image retrieval, face recognition

and facial expression recognition.

Figure 96. Various steps of face extraction. Left - stationary Haar wavelet decomposition at level 1. Right - stationary Haar
wavelet decomposition at level 2. (a) Original image [Caltech, on line] [Fei-Fei, 2004]. (b) Detected prominent boundaries of gray

channel, (c) Segmented regions of red color channel, (d) Segmented regions of green color channel.
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Figure 96 (Contd.). Various steps of face extraction, () Segmented regions of blue color channel, (f) Segmented regions of
gray color channel, (g) Composite segmented regions, (h) Corresponding watershed pixels of (g). (i) Background, (j)
Foreground, (k) Extracted face.
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Figure 97. Face extraction in high resolution image reduced to 1/8th of the original size, (a) Original image, (b) Watershed pixels.

(c) Background, (d) Foreground, (e) Extracted face.

Figure 98. Example of unsuccessful face extraction, (a) Original image [Caltech, on line] [Fei-Fei, 2004], (b) Watershed pixels,
(c) Background, (d) Foreground.

Figure 99. Face extractions of various images with complex background and non-uniform illuminations, (a) Original images
[Caltech, on line] [Fei-Fei, 2004], (b) Watershed pixels, (c) Backgrounds, (d) Foregrounds, (e) Extracted face.
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Figure 99 (Contd.). Face extractions of various images with complex background and non-uniform illuminations, (a) Original
images [Caltech, on line] [Fei-Fei, 2004]. (b) Watershed pixels, (c) Backgrounds, (d) Foregrounds, (e) Extracted face.
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Table 24. Performance evaluation of face extraction method for various images [Caltech, on line] [Fei-Fei, 2004],

No. of Successful face Successful
Person id Sample extraction / Total images face
Images of the person in the test extraction
set %
Person | 17/21 80.9
Person 2 I I l 7/11 63.6
Person 3 n a 414 100
Person 4 n n r 11/14 785
Person 5 14/ 16 87.5
Person 6 5/7 71.4
Person 7 Ki I I 11/13 84.6
Person 8 414 100
Person 9 W 41/4 100
Person 10 I 3/5 60
Person 11 I I 4 /4 100
Person 12 5/6 83.3
Person 13 4/4 100
Other I I I 2/2 100
Total 95/115 82.6

6.11.2  Similar Face Image Retrieval
The method described in Algorithm 7, Section 6.8 is applied on precisely
extracted face region for comparison of shape correlation coefficients to retrieve similar

face images.
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6.11.2.1 Performance Evaluation
The performance measure Precision & Recall have been tabulated in Table 25

for 5 sample images of Caltech database.

Table 25 Precision, Recall & F - measure at different similarity cut-offs. Similar face-image retrieval.

Total
Query Images o Retrieved tqtal .relevan.t Recall Precision
Caltech Similarity relevant retrieved images in _ _ F-
. . . r=rw/ p=rr/
[Caltech, on line] cut-off images- images - the Total total measure
[Fei-Fei, 2004] I total database
- Total
Image_0001 .jpg 50 17 60 0.81 0.28 0.42
60 25 0.71 0.6 0.65
70 21 0.29 0.75 0.42
80 0.10 0.18
Image 0007.i 50 18 71 0.86 0.25 0.39
60 16 54 0.76 0.30 0.43
70 10 24 21 0.48 0.42 0.45
80 0.33 0.50
Image_0047 50 59 0.57 0.14 0.22
60 45 0.57 0.18 0.27
70 19 0.5 0.37 0.43
14
80 0.21 0.35
Imaqge_0079 50 21 0.31 0.24 0.27
60 0.31 0.83 0.45
70 0.31 0.47
80 0.25 0.40
Image_0122 60 25 0.31 0.16 0.21
70 0.23 0.75 0.35
13
80 0.08 0.15
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The average Precision and average Recall at different similarity cut-offs have

been shown in Table 26. The corresponding P - R curves are plotted in Figure 100.

Table 26. Average Recall, average Precision & average F - measure at different similarity cut-off. (Similar face image retrieval).

Similarity Average Average Average F-
cut-off Recall Precision measure
50 0.51 0.23 0.32
60 0.44 0.6 0.5!

70 0.36 0.75 0.49
80 0.19 | 0.32

P - R Curves (Similar Face Image Retreival)
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Figure 100. P - R curves. Similar face image retrieval.
Following points are observed:

o The nature of obtained P - R curves matches with the practical P - R curves,

o Stricter similarity cut-off increases the Precision at the cost of Recall,

o Despite vast variations in foreground / background colors, poses and
illumination conditions, good Recall with good Precision is achievable for
many sample queries.

o For all queries, Precision of 1.0 is achieved at higher cut-off.

o Range of average performance measures for all queries

100 % of average Precision for 19 % of average Recall
+ 2370 of average Precision for 51 % of average Recall
+ Giving 77 % of fall in average Precision to raise average Recall by 32 %
o Lower similarity cut-offs - less than 60, are not recommended for good

performance.
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o The exponentially extended trend line intersects average Precision = (0.5) line
at average Recall at value 0.45 (approx.) implies good performance

measures for images of the class.

6.11.2.2 Query Response Example

The query response for retrieving similar-face images with 70 as similarity cut-off is
shown in Figure 101. The illustrated response signifies Precision of 75% for 28% of Recall
for images having complex backgrounds and face-regions constituting a small portion

of images in a database of 115 images.

Query
Image

Response at Similarity cut-off 70

rmr-6,total - 8, Total - 21, r-0.28, p - 0.75

e UEMoaAeoh faces dalUimage_0001 |pg e HEttcaltech faces datUimage 0013jpg e UEMcaltsoh faces daiuimage_0004Jpg  e.uEUcattech faces datuimage_0002 jpg

I I I eiUEUoaltech faces daMimage_0009 jpg

Figure 101. Query Response - similar face-image retrieval.

6.11.2.3 Discussion
o The effectiveness of methods for prominent boundaries detection &
foreground separation for precisely extracting face by excluding complex
background has been utilized for obtaining face-features and similar-face
images. The method incorporates only face shape-feature for similarity
comparison.
o Inclusion of other face-features for similarity comparison will improve the

performance of the system.
6.12 Performance Comparisons with other CBIR Techniques

The relative performance comparisons of proposed methods with the state of the
art CBIR techniques is not feasible because () unavailability and un-disclosure of
comprehensive technical details of state-of-the-art techniques which are commercial,

proprietary or patented, (i) Available on-line demos of some of the CBIR systems

190



Evaluation, Enhqncemen?, Development & Implementation of‘ConTenf Based image Retrieval Aigorithms

neither reVeal the details of the image database needed for Precision & Recall
computations nor permit our exclusive image database to be uploaded for testing and
P - R computations. ' ' A

 The performdnée of proposed CBIR algorithms can be compared and shown
superidr to CBIR system covered in Chapter 2 having similar test conditions. As
mentioned on Page No 27, various CBIR fechniques have been proposed in [Kekre,
2010, 1] & [Kekre, 2010, 2] for different classes of SIMPLIcity- image database [Wang,
2001] [SIMPLIcity, on line]. The maximum Recall obtained in all seven methods proposed
is about 0.35 (quite low) for 100 retrieved images (relevant + ielevant) in [Kekre, 2010,
11 & [Kekr'e, 2010, 2]. And, even for reméving 2 images, the Precision is less than 0.2 (very
low) and drops further sharply with increase in no of retrieved images. The performance
measures for fmoge retrieval with proposed techniques presented in the Chapter are
significantly better compared to fhbse of [Kekre, 2010, 1] & [Kekre, 2010, 2].

As mentioned on Page No A26 & 27, Paitakes et al. [Pratikakis, 2006] proposed a
novel unsupervised mé’rhod for image retrieval based on- hierarchical watershed
algorithm and presented P - R curves. The mean precision-recall have been medsured
in [Pratikakis, 2006] for 10 queries per image-class of image database consisting of total
1000 images of 10 different classes with 100 images per class, reading (approximate
values) for all categories of images, highest mean Precision of 0.7 at mean Recall of
0.07 and highest mean Recall of 0.425 with mean Precision of 0.41. Further, P - R curves
correépondihg to all image categories indicate that it is not possible to retrieve images
with precision as 1 at any cost of recadll, i.e. for no case, only relevant images get
retrieved. The performdnce measures with proposed techniques of image refrieyal are

“far better than given in [Pratikakis, 2006]. ,

The foreground extraction and similar face image retrieval applied on un-
cropped images of Caltech [Colfech,’,on line] [Fei-Fei, 2004] hds not been known
reported in the literature. '

The ideal P - R curve is characterized by highest and constant Precision value 1
for all Recalls, as shown in Figure 11 on Page 43. But, as described in Section 3.3.3, the
prdc’riccl P - R curves are characterized by fall in Precision for increase in the Recall.
Improvement in one measure compromises the other for any Practical CBIR system. in

other words, P — R curves of a practical CBIR system indicates how Precision degrades
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with incredse in Recall. Hence, a CBIR system giving high Precision with high Recall is
considered to be a good system in terms of the P - R performance measures.

The exhaustive CBIR results, analysis and inferences of these performance
measures for qucnﬁfcﬁve analysis of proposed methods based on (i} Color codes of
entire imcge (i) Foreground color codes (i) Foreground shape correlation (iv)
Combingtion of foreground color codes and shape correlation with selectable
percem‘agé propbrﬁon of weight of forégroﬁnd célor codes and foreground shape
correlation for composite similarity measure (v} Similar face - images containing
complex background have been carried out in various sections of the Chapter. The A
performcxhce of the proposed me_fhods can be judged with following absolute P — R
measures:

o The fallin Precision is low for increase in Recall
o The average Prec_ision at 0.5 giving good Recdll
o Precision of 1 is attainable for some methods with some queries

The option 6f sélecﬁng the method of image retrieval with broader color
descriptors, foreground shape and foreground color descriptor with selectable weights,
maps the need and perception of a user giving good absolute performance measures

of Precision & Recall.

6.13 Concluding Remark

A user has been offered to opt for the method of retrieval to map needs & choice
for Retrieval with good Precision & Recall ...
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7. Conclusions & Future
| Enhancements

7.1 Conélusions

A challenging task of development, implemen‘roﬁon and integration of various
novel algorithms to result into GUI based, selecfob!e mulﬁ—quol processing of selectable
single query ifnage for retrieval of similar images has been achieved successfully.

These algorithms include:

o Edges and prominent boundaries detection

o Foreground separation |

o Image retrieval based on

Color codes of entire.image
Foreground color codes
Foregrdund shape corelation
Combination of foreground color codes and shape correlation
-With selectable percentage proportion of weight of foreground '
color éodes and foreground shape correlation for composite
similarity measure ‘
Extracted face region from images containing complex background for
similar face-images retrieval
Other points of conclusions are: '
o Well localized and well delineated thinned edges detected with proposed
- method outperform Adobe Photoshop, ACD Editor and MS Editor for i) -
detection of significant perceptual edges i) elimination of insignificant edges
corresponding background and foreground textures and iii) better preservation
of continuity. These edges can be utiized for further reduction of artifacts
produced due to watershed algorithm.
o Prominent boundaries, prominence measure, watershed algorithm with various
levels of Haar wavelet decompositions are effecﬁvéky incorporated together
for proper segmentation and feature exiraction by enforcing reliable

processing of low level cues for avoiding breaks as well as under segmentation
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by utilizing continuity preserving, well locaiized visually prominent boundaries

for foreground - background sepcfuﬁon. The problem of over segmentation is
addressed by compositely considering proximity influence ‘and watershed
aigorithm. ’

o High performancé measures - Precisioniy and Recalliy, computed with respect
to Ground Truth foreground for extracted foreground with proposed method
endorses the uniqueness & effectiveness of fhe method & produced results.

o Profnfnem boundaries based approach for foréground—bockground separation
is largely insensitive to illumination variations and inter region texture variations.

o “Relaxed feature description for befter Recall” - the first half of the theme for
the approaches has been qc—cémpﬁshed with color codes and associated
similarify measure forimage refriévol.

o “Simultaneous emphasizing of reliable processing of cues leading to precise

- feature extraction for better precision” - the second half of the theme of
approached has been occdmplished with R,G,B and_Grdy channel processing |
for prominen’r'boUndaries and subseqﬁen’r feature extraction.

o Image retrieval with simildrity comparison of broader color descriptors - color
codes for whole image is robust to illumination, pose and view point variations
provides user an option of searching of similar images based on color .
distribution of whole image.

The me’rh'od possesses conventional shorfcomings due to ignorance of
shapes and regional features. ,

The method is computationally efficient for feature extraction and similarity
comparison. ,

The method pi'ovides high Recall dnd high ranking for nearly similar im_oges.

o The retrieval technique based on foreground color code exploits reliable
processing to precisely detect foreground and exclude background & related .
features to provide foreground color distibution based comparison of

~ foreground objects. '
The combination of stringent feature for prominent boundaries &
foreground detection with broader color.descriptor provides remarkable
results for wide variety of images.

o Image refrieval with foreground shape correlation is very sensitive to the

detected shape of the foreground. Attached shape altering regions adversely
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affect the performance of the method. The method may not perform equally
‘well on natural images. |

o Foreground based methods are not suitable for images éon’(cin_ing small
foreground objects and objects spreading across image boundaries. '

o The composite similori’ry measure constifuted with' selectable proportion of
weights of foreground color codes and foreground shape correlation maps
users need for proporﬁoncfely emphasizing color code distribution and shape

of f'or'eground for retrieval of images. The stingent shape feature & broader
color code features of foreground and their selectable proportion provide
excellent combination for foregrouhd object based image search with high
Precision. . , ’ ‘

o) Hfgh success ratio of 82% for precise face region extraction from 115 images of
standard database Caltech [Caltech, on line] [Fei-Fei, 2004], which possess

- complex background and various illumination conditions infers the
effectiveness of various propbsed methods. 7

o The effectiveness & preciseness of various proposed algorithms have been
exploited for development of application specific CBIR for similar face image
retrieval on' Caltech [Caltech, on line] [Fei-Fei, 2004] image database.

o All algorithms have been tested on variety of images, mainly of standard .
image databases, viz. BSDB[Fowlkes, on line] [Martin, 2001], SIMPLicity [Wang.
2001] [SIMPLId’ry, on line], PASCAL challenge 2008 [Everingham, on line], ALOI
[ALOI, on line] [Geusebroek, 2001}, Caltech [Caltech, on line] [Fei-Fei, 2004],
MedPics [MedPics, on line] and University of Washington [University of
Washington, on line], establishing suitability of methods for wide varieties and
categories of images. A ‘

o Obtained P - R curves for query responses with proposed methods of retrieval
are close to ideal for many coseé and similar to practical P - R curves for the
rest proving effectiveness of algorithms and validity of resulfs.

o No method of image retrieval can be generadlized to be concluded
outperforming others for all queries because of

diversities in image characteristics and categories
subjectivity in image content description
semantic gap
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7.2

7.3

Limitaﬁons

The limitations of the developed CBIR system are as under:

e}

The developed algorithms and application are resource hungry. Hence,
processing of high resolution large- sized images is possible ohly with moc’hines‘ :
bossessing huge memory and computational resources.

The‘ prominent boundoriés detection does not yield expected results for very
low resolution images, particularly captured from web-cam.

Lack of incorporation of indexing feéhnique has caused higher query response

fime.

Futu.re' Enhancements

Suggested fufure enhancements are as under.

@)

Analysis of performance of prominent boundaries detection method with other

-~ wavelets.

Utilization of well cho!ized thin-edges to further reduce artifacts produced due
to intrinsic characteristic of watershed algorithm. -

Extraction of texture feature and its incorporation in the CBIR algorithms.
|ncorporcﬁ6n of indexing technique(s) for faster query response.

Incorporation of database management modules for image and image- -

feature databases.

Incorporation of relevance feed-back from user to increase the retrieval
performance of the system. ‘
Incorporation of mulliple-queries fo refine results for improved retrieval
performance. |

Extending the query processing support to all file types.

Testing of the CBIR algorithms for Precision and Recall performance measures -
on very large image databases, of the order of tens of thousands of images. .
(This testing requires high-end machine(s} to meet computational needs of
feature extraction.and similarity comparison methods.)

Testing of CBIR algorithms for databases consisting of transformed images with ‘
scaling, cropping, contrast alterations, brightness changes, changes in quality
factor of JPEG compression and noise infroduction. ‘

Testing of the CBIR algorithms for precision and recall performance on medical
images - particularly X-ray images. The foreground shape based CBIR method

should yield very encouraging results because of following reasons:
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» The foreground detection should be well localized and precise due
to X-ray imogelchordcteri'sﬁcs.
» The X-ray images are captured by skilled persons in a controlled
illumination conditions eliminating associated challenges.
* The objécf shape variations due to affine fransformations are limited.
o Exploiting regions and region attributes for development of CBIR application for
histological and pathological images. |
o Inclusion of face-geometric features for face detection & exiraction for
improvement in face-extraction success ratio,
o Enhancing the application for imc:geicnno‘raﬁon.
o Development of face rec;ogniﬁon and face expression understanding
cigorifhm/qppﬁcoﬁon based on proposed face exiraction method.
o Develop?nent of application for video abstraction.
o ' Enhancing the developed appli‘ca’rio‘n to web-based CBIR system.

7.4 Concluding Remark
A step forward on the rocd—map of continuous & endless technical evolufion

towards a perfect & versatile CBIR ...

197



“Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms"

References

[Agaian, 2010] S. S. Agaian, K. A. Panetta, S. C. Nercessian and E. E. Danahy, “Boolean
Derivatives With Application to Edge Detection for Imaging Systems,” in I[EEE
Transactions on Systems, Man, And Cybernetics—Part B: Cybernetics, Vol. 40, No. 2,
April 2010.

[aliper, on line] The aliper website:
http://alipr.com/

[ALOI, on line] Amsterdam Library of Object Images (ALOI). Available:
http://staff.science.uva.nl/~aloi/

[Aptoula, 2009] E. Aptoula and S. Lefevre, “Morphological Description of Color Images for
Content-Based Image Retrieval," in IEEE Transactions on Image Processing, Vol. 18,
No. 11, November 2009, pp. 2505-2517.

[Arbel'aez, 2006] P. Arbel'aez, “Boundary Extraction in Natural Images Using Ultrametric
Contour Maps,” in Proceedings of the 2006 Conference on Computer Vision and
Pattern Recognition Workshop (CVPRW'06), 2006, pp. 182-182.

[Arbel'aez, 2009] P. Arbel'aez, M. Maire, C. Fowlkes and J. Malik, “From Contours to
Regions: An Empirical Evaluation,” in CVPR, 2009, pp. 2294-2301.

[Barber, 1994] R. Barber, M. Flickner, J. Hafner, D. Lee, W. Niblack, D. Petkovic, J. Ashley, T.
McConnell, J. Ho, J. Jang, D. Berkowitz, P. Yanker, M. Vo, D. Haas, D. Lassig, S. Tate, A.
Chang, P. van Houten, J. Chang, T. Petersen, D. Lutrell, M. Snedden, P. Faust, C.
Matteucci, M. Rayner, R. Peters, W. Beck, J. Witsett, “Ultimedia Manager: Query By
Image Content And Its Applications," Digest of Papers, Compcon Spring '94, 1994, pp.
424-429.

[Basak, 2006] J. Basak, K. Bhattacharya and S. Chaudhury, "Multiple Exemplar-Based
Facial Image Retrieval Using Independent Component Analysis,” in I[EEE Transactions
on Image Processing, Vol. 15, No. 12, December 2006, pp. 3773-3783.

[Beucher, 1979] S. Beucher and C. Lantue'joul, "Use of Watersheds in Contour
Detection,” in Proceedings of International Workshop Image Processing Real-Time

Edge and Motion Detection/Estimation, 1979.

198



"Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms"

[Bian, 2010] W. Bian and D. Tao, "Biased Discriminant Euclidean Embedding for Content-

Based Image Retrieval," in IEEE Transactions on Image Processing, Vol. 19, No. 2, February

2010, pp. 545-554.

[Borenstein, 2008] E. Borenstein and S. Ullman, "Combined Top-Down/Bottom-Up
Segmentation,” in IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol.
30, No 12, Dec 2008, pp.2109-2125.

[Caltech, on line] Caltech 101 face dataset. Available:
http://www.vision.caltech.edu/Imaae Datasets/CaltechlOl /CaltechlOl .html

[Carson, 2002] C. Carson, S. Belongie, H. Greenspan and J. Malik, "Blobworld: image
segmentation using E-M and its application to image querying," in I[EEE Transactions
on Pattern Analysis and Machine Intelligence, 2002, 24, pp. 1026-1038.

[Cheng, 2007] S. Cheng, W. Huang, Y. Liao and D. Wu, "A Parallel CBIR Implementation
Using Perceptual Grouping Of Block-based Visual Patterns,” in IEEE International
Conference on Image Processing - /C/P, 2007, pp. V- 161 - V - 164.

[Chun, 2003] Y. D. Chun, S. Y. Seo and N. C. Kim, "Image Retrieval Using BDIP and BVLC
Moments," in IEEE Transactions on Circuits and Systems for Video Technology, Vol. 13,
No. 9, September 2003, pp. 951-957.

[Comaniciu, 2002] D. Comaniciu and P. Meer, "Mean shift: A robust approach toward
feature space analysis," in IEEE Transactions on Pattern Analysis and Machine
Intelligence, Vol. 24, No 5, May 2002, pp. 603-619.

[Datta, 2008] R. Datta, D. Joshi, J. Li and J. Z Wang, "Image Retrieval: Ideas, Influences,
and Trends of the New Age," in ACM Computing Surveys, vol. 40, no. 2, article 5, 2008,
pp. 1-60.

[Deng, on line] Y. Deng and B.S. Manjunath, JSEG software site, available at:
http://vision.ece.ucsb.edu/seamentation/isea/software/

[Deng, 2001] Y. Deng and B. S. Manjunath, "Unsupervised segmentation of color-texture
regions in images and video,” in [EEE Transactions on Pattern Analysis and Machine
Intelligence, 2001,23, (8), pp. 800-810.

[Dutta, 2009] S. Dutta and B. B. Chaudhuri, "A Color Edge Detection Algorithm in RGB
Color Space," in International Conference on Advances in Recent Technologies in
Communication and Computing, 2009, pp. 337-340.

[Everingham, on line] M. Everingham, L. VanGool, C. K. |. Williams, J. Winn and A.
Zisserman, PASCAL challenge 2008 image database.
http://pascallin.ecs.soton.ac.uk/challenaes/VOC/voc20Q8/workshop/index.html

199



“Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms"

[Fei-Fei, 2004] L. Fei-Fei, R. Fergus and P. Perona, "Learning generative visual models from
few training examples: an incremental Bayesian approach tested on 101 object
categories,” in IEEE CVPR 2004, Workshop on Generative-Model Based Vision, 2004.

[Felzenszwalb, 2004] P. F. Felzenszwalb and D. P. Pluttenlocher, “Efficient graph based
image segmentation,” in International Journal of Computer Vision,2004, 59,(2), pp.
167-181.

[Ferrari, 2008] V. Ferrari, L. Fevrier, F. Jurie, and C. Schmid, “Groups of Adjacent Contour
Segments for Object Detection,” in IEEE Transaction on Pattern Analysis and Machine
Intelligence, Volume 30, Issue 1, Jan. 2008, pp. 36-51.

[Flickner, 1995] M. Flickner, Fl. Sawhney, W. Niblack, J. Ashley, Q. Pluang, B. Dom, M.
Gorkani, J. Plafher, D. Lee, D. Petkovie, D. Steele and P. Yanker, "Query by image and
video content: the QBIC system,” in Computer, Volume: 28, Issue: 9, 1995, pp. 23-32

[Fire, on line] The Fire web site:

http://www-i6.informatik.rwth-aachen.de/~deselaers/cai binffire.cqi

[Fowlkes, on line] C. Fowlkes, D. Martin and J. Malik. The Berkeley Segmentation Dataset
and Benchmark (BSDB). Available:
http://lwww.cs.berkelev.edu/proiects/cs/vision/aroupina/seabench/

[Fukuda, 2008] K. Fukuda, T. Takiguchi and Y. Ariki, "Graph Cuts by Using Local Texture
Features of Wavelet Coefficient for Image Segmentation,” in IEEE International
Conference on Multimedia and Expo, 2008, pp. 881 -884.

[Gavrielides, 2006] M. A. Gavrielides, E. Sikudova, and |. Pitas, "Color-Based Descriptors
for Image Fingerprinting,” in IEEE Transactions On Multimedia, Vol. 8, No. 4, August
2006, pp. 740-748.

[GazoPa, on line] The GazoPa website:
www.gazopa.com/

[Geusebroek, 2001] J. M. Geusebroek, G. J. Burghouts, and A. W. M. Smeulders, “The
Amsterdam library of object images,” in International Journal of Computer Vision,
61(1), 103-112, January, 2005.

[Gudivada, 1995] V. N. Gudivada and V. V. Raghavan, "Content-based image retrieval
systems,” in IEEE Computer 28(9), 1995, pp. 18-22.

[Ha, on line] R. Fla, and J. Romberg, Plaar Wavelet Basis. Available:
http://cnx.org/content/m10764/latest/

[Hadjidemetriou, 2004] E. Fladjidemetriou, M. D. Grossberg, and S.K. Nayar, "Multi-
resolution histograms and their use for recognition,” in IEEE Transactions on Pattern

Analysis and Machine Intelligence, Vol. 26 Issue: 7, July 2004, pp. 831 - 847.

200



"Evaluation, Enhancement, Development & Implementation of Content Based Image

[Hanjalic, 2008] A. Hanjalic, R. Lienhart, W. Ma and J. R. Smith,
Multimedia Information Retrieval: So Close or Yet So Far Away?," in
I[EEE Vol. 96, No. 4, April 2008, pp. 541-547.

[Hsu, 2002] R. Hsu, M. Abdel-Mottaleb and A. K. Jain, "Face Detection
I[EEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 24, No 5 , May
2002

[Hsu, 2005] C. Hsu and C. L, "Relevance Feedback Using Generalized Bayesian
Framework With Region-Based Optimization Learning,” in IEEE Transactions on Image
Processing, Vol. 14, No. 10, October 2005, pp. 1617-1631.

[Huang, 1997] J. Huang, S. R. Kumar, M. Mitra, W. Zhu and R. Zabih, "Image Indexing
Using Color Correlograms,” in IEEE Computer Society Conference on Computer Vision
and Pattern Recognition, 1997, pp. 762 - 768.

[Kass, 1988] M. Kass, A. Witkin and D. Terzopoulos, “Snakes: Active Contour Models," in
International Journal of Computer Vision, 1988, pp. 321-331.

[Kekre, 2010, 1] Dr. H. B. Kekre, S. Thepade, P. Mukherjee, M. Kakaiya, S. Wadhwa, and
S. Singh, "Image Retrieval with Shape Features Extracted using Gradient Operators
and Slope Magnitude Technique with BTC,” in International Journal of Computer
Applications (0975 -8887) Volume 6-N0.8, September 2010.

[Kekre, 2010, 2] Dr. H. B. Kekre, S. Thepade, P. Mukherjee, M. Kakaiya, S. Wadhwa and
S. Singh, "Image Retrieval with Shape Features Extracted using Morphological
Operators with BTC," in International Journal of Computer Applications [0975 - 8887)
Volume 12-No.3, November 2010, pp. 1-5.

[Krishnapuram, 2004] R. Krishnapuram, S. Medasani, S. Jung, Y. Choi, and R
Balasubramaniam, "Content-Based Image Retrieval Based on a Fuzzy Approach,” in
I[EEE Transactions on Knowledge and Data Engineering, Vol. 16, No. 10, October 2004,
pp. 1185-1199.

[Laaksonen, 1999] J. Laaksonen, M. Koskela and E. Oja, "PicSOM: Self-Organizing Maps
for Content-Based Image Retrieval," in International Joint Conference on Neural
Networks, IJCNN '99, Volume 4, July 1999, pp. 2470-2473.

[Laaksonen, 2002] J. Laaksonen, M. Koskela and E. Oja, "PicSOM Self Organizing Image
Retrieval With MPEG-7 Content Descriptors,” in IEEE Transactions on Neural Networks,
Vol. 13, No. 4, July 2002, pp. 841-853.

[Lew, 2006] M. S. Lew, N. Sebe, C. Djeraba and R. Jain, “Content-based Multimedia
Information Retrieval: State of the Art and Challenges," in ACM Transactions on

Multimedia Computing, Communications, and Applications, Feb. 2006.

201



"Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms"

[Li, 2000] J. L, J. Z Wang and G. Wiederhold, “IRM: Integrated Region Matching for
Image Retrieval,” in Proceeding MULTIMEDIA '00 Proceedings of the eighth ACM
international conference on Multimedia.

[Li, 2001] Y. Li, T. Zhang and D. Tretter, “An Overview of Video Abstraction Techniques," in
Tech. Rep. Hp-2001-191, HP Laboratory, July 2001.

[Li, 2008] F. Li, Q. Dai, W. Xu and G. Er, “Multilabel Neighborhood Propagation for Region-
Based Image Retrieval," in IEEE Transactions on Multimedia, Vol. 10, No. 8, December
2008, pp. 1592-1604.

[Ma, 1997] W.Y. Ma and B.S. Manjunath, "NeTra: A Toolbox For Navigating Large Image
Databases,” in IEEE International Conference on Image Processing, 1997, pp. 568-571.

[Ma, 2000] W. Ma and B. S. Manjunath, “EdgeFlow: A Technigue for Boundary Detection
and Image Segmentation,” in IEEE transaction on Image Processing, Vol. 9, Issue 8,
August 2000, pp. 1375-1388.

[Maire, 2008] M. Maire, P. Arbel'aez, C. Fowlkes and J. Malik, “Using Contours to Detect
and Localize Junctions in Natural Images,” in Computer Vision and Pattern
Recognition, 2008, pp. !-8.

[Malik, 2001] J. Malik, S Belongie, T Leung and J Shi, "Contour and Texture Analysis for
Image Segmentation,” in International Journal of Computer Vision, Vol. 43, Issue 1,
2001, pp. 7-27.

[Mallat, 1989] S. G. Mallat, "A Theory for Multiresolution Signhal Decomposition: The
Wavelet Representation,” in IEEE Transactions on Pattern Analysis and Machine
Intelligence, Vol. 11, No. 7, July 1989, pp. 674 - 693.

[Martin, 2001] D. Martin, C. Fowlkes, D. Tal and J. Malik, "A Database of Pluman
Segmented Natural Images and its Application to Evaluating Segmentation
Algorithms and Measuring Ecological Statistics," in ICCV, 2001.

[Martin, 2004] D. Martin, C. Fowlkes and J. Malik, “Learning to detect natural image
boundaries using local brightness, color and texture cues,” in IEEE Transactions on
Pattern Analysis and Machine Intelligence, 26(5), 2004, pp. 530-549.

[MARS on line] The MARS web site:
http://www.ifp.illinois.edu/~aitian/MARS.html

[Medina-Carnicer, 2010] R. Medina-Carnicer, A. Carmona-Poyato, R. Munoz-Salinas and
F. J. Madrid-Cuevas, "Determining Hysteresis Thresholds for Edge Detection by
Combining the Advantages and Disadvantages of Thresholding Methods,” in IEEE
Transactions on Image Processing, Vol. 19, No. 1, January 2010, pp. 165-173.

202



“Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms”

[MedPics, on line] MedPics - An Image Library for Medical Education, UCSD - School of
Medicine. Available: http://medpics.ucsd.edu/

[M ul, 2001] H. M'uller, W. M'uller, D. M. Squire, S. Marchand-Maillet, T. Pun, “Performance
Evaluation in Content-Based Image Retrieval: Overview and Proposals! in Pattern
Recognition Letters (Special Issue on Image and Video Indexing), 2001; 22(5):593-601
H. Bunke and X. Jiang Eds.

[Nason, 1995] G.P. Nason and B.W. Silverman, "The stationary wavelet transform and
some statistical applications,” in Lecture Notes in Statistics, 103, 1995, pp. 281-299.

[O'connor, 2006] N. E. O’connor and |. Kompatsiaris, “Editorial: Recent Advances in
Image and Video Retrieval," in IEE Proceedings, December 2006, pp. 851-851.

[Pass, 1996] G. Pass and R. Zabih, “Histogram Refinement for Content Based Image
Retrieval," in 3rd IEEE Workshop on Applications of Computer Vision, WACV, 1996, pp.
96-102.

[Pawan Kumar, 2010] M. Pawan Kumar, P.H.S. Torr and A. Zisserman, “OBJCUT: Efficient
Segmentation Using Top-Down and Bottom-Up Cues,” in IEEE Transactions on Pattern
Analysis And Machine Intelligence, Vol. 32, No. 3, March 2010.

[Petrakis, on line] The Intelligent Systems Laboratory, Department of Electronic &
Computer Engineering, Technical University of Crete, Greece
http://www.intelliaence.tuc.ar/~petrakis/courses/multimedia/retrieval.pdf

[Pavlidis, on line] T. Pavlidis, "Limitations of Content-based Image Retrieval", invited
plenary talk at the 19th International Conference on Pattern Recognition, Tampa,
Florida, Dec. 8-11,2008. Slides available:
http://www.theopavlidis.com/technoloav/CBIR/PaperB/icpr08.htm.

[Photobook, on line] The Photobook web site:
http://vismod.media.mit.edu/vismod/demos/photobook/ph6

[Phung, 2005] S. L. Phung, A. Bouzerdoum and D. ChaiSkin, “Segmentation Using Color
Pixel Classification: Analysis and Comparison,” in |[EEE Transactions on Pattern Analysis
and Machine Intelligence, Vol. 27, No. 1, January 2005.

[Prasad, 2004] B.G.Prasad, K.K.Biswas and S.K.Gupta, “Image Retrieval Using Integrated
Color-Shape-Location Index in Special Issue: Colour for Image Indexing and Retrieval,”
in Computer Vision and Image Understanding Volume 94, Issues 1-3, April-June 2004,
pp. 193-233.

[Pratikakis, 2006] | Pratikakis, |. Vanhamel, H. Sahli, B. Gatos and S.J. Perantonis,
“Unsupervised watershed-driven region-based image retrieval,” in [EE Proceedings on

Vision, Image and Signal Processing, Vol. 153, No. 3, June 2006 pp. 313-322.

203



“Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms™"

[QBIC, on line] The QBIC web site: http://wwwgbic.almaden.ibm.com/

[Ren, 2008] X. Ren, C. C. Fowlkes and J. Malik, "Learning Probabilistic Models for Contour
Completion in Natural Images,” in International Journal of Computer Vision, 2008, 77,
pp. 47-63.

[Rao, 1999] A. Rao, R. K. Srihari and Z. Zhang, "Spatial Color Histograms for Content-
Based Image Retrieval," llth IEEE International Conference on Tools with Artificial
Intelligence, 1999, pp. 183- 186.

[Rasiwasia, 2007] N. Rasiwasia, P. J. Moreno and N. Vasconcelos, "Bridging the Gap:
Query by Semantic Example,” in IEEE Transactions on Multimedia, Vol. 9, No. 5, August
2007, pp. 923-938.

[Rasiwasia, 2008] N. Rasiwasia and N. Vasconcelos, "A Study of Query by Semantic
Example,” in 3rd International Workshop on Semantic Learning and Applications in
Multimedia, Anchorage, June 2008, pp. 1-8.

[Rui, 1998] Y. Rui, T. S. Huang, M. Ortega and S. Mehrotra, "Relevance Feedback: A
Power Tool for Interactive Content-Based Image Retrieval," in I[EEE Transactions on
Circuits and Systems For Video Technology, Vol. 8, No. 5, September 1998, pp. 644 -
655.

[Saadatmand-Tarzjan, 2007] M. Saadatmand-Tarzjan and H. A. Moghaddam, "A Novel
Evolutionary Approach for Optimizing Content-Based Image Indexing Algorithms,” in
I[EEE Transactions on Systems, Man and Cybernetics—Part B: Cybernetics, Vol. 37, No.
1, February 2007, pp. 139-153.

[Schettini, 2001] R. Schettini, G. Ciocca and S. Zuffi, "A Survey of Methods for Colour
Image Indexing and Retrieval in Image Databases, in Color Imaging Science:
Exploiting Digital Media," R. Luo and L. MacDonald, Eds., J. Wiley, New York -2001.

[Shi, 2000] J. Shi and J. Malik, "Normalized Cuts and Image Segmentation,” in |EEE
Transactions on Pattern Analysis and Machine Intelligence, vol. 22, no. 8, Aug. 2000,
pp. 888-905.

[Shih, 2005] F. Y. Shih and S. Cheng, "Automatic seeded region growing for color image
segmentation,” in Image and Vision Computing, 23 (2005), 877-886.

[SIMPLIcity, on line] The SIMPLIcity web site:
http://wanq 14.ist.psu.edu/cai-bin/zwana/reaionsearch show.cai

[Smith, 1996] J. R. Smith and S. F. Chang, "VisualSEEk: A Fully Automated Content-Based
Image Query System", in Proceedings of ACM International Conference on

Multimedia, Boston, MA, 1996, pp. 87-98.

204



“Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms"

[Smeulders, 2000] A. W. Smeulders, M. M. Worring, A. Gupta and R. Jain, “Content-Based
Image Retrieval at the End of the Early Years," in [EEE Transaction on Pattern Analysis
Machine Intelligence, Vol. 22 No. 12, 2000, pp. 1349-1380.

[Strieker, 1995] M. A. Strieker and M. Orengo, “Similarity of Color Images," in Proceedings
of the SPIE conference on fhe Storage and Retrieval for Image and Video Databases
I, 1995, pp. 381-392.

[Swain, 1991] M. Swain and D. Ballard, “Color Indexing,” in International Journal of
Computer Vision, 7(1), 1991, pp. 11-32.

[Tao, 2008] D. Tao, X. Tang and X. Li, “Which Components are Important for Interactive
Image Searching?,” in IEEE Transactions on Circuits and Systems for Video
Technology, Vol. 18, No. 1, January 2008, pp. 3-11.

[tiltomo, on line] The tiltomo website:
http://www.tiltomo.com/

[Thakore, 2010, 1] D. G. Thakore and A. I. Trivedi, “Content Based Image Retrieval
Techniques - Issues, Analysis and the State Of The Art," in Proceedings of International
Symposium on Computer Engineering & Technology - ISCET 2010, March 2010, pp. 98-
102.

[Thakore, 2010, 2] D. G. Thakore and A. | Trivedi, "Edge Detection from Candidate
Boundaries and Qualitative Comparison of Results for Color Images," in International
Conference on Emerging Trends on Engineering and Technology (ICETET-2010),
November 2010, pp. 229-234.

[Thakore, 2010, 3] D. G. Thakore and A. | Trivedi, "Prominent Boundaries Detection
Technique for Color Images,” in Proceedings of Second International Conference on
Computing Communication and Networking Technologies (ICCCNT-2010), July 2010,
pp. 1-5.

[Thakore, 2010, 4] D. G. Thakore and A. | Trivedi, “Foreground Objects Revealing for
Prominent Boundaries Detected Color Images,” in Proceedings of Second
International Conference on Multimedia and Content Based Image Retrieval
(ICMCBIR-2010), July 2010, pp. 121-128.

[Toshev, 2010] A. Toshev, B. Taskar and K. Daniilidis, “Object Detection via Boundary
Structure Segmentation,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition, 2010, pp.

[Ugarriza, 2009] L. G. Ugarriza, E. Saber, S. R. Vantaram, V. Amuso, M. Shaw and R.

Bhaskar, "Automatic Image Segmentation by Dynamic Region Growth and

205



“Evaluation, Enhancement Development & Implementation of Content Based Image Retrieval Algorithms"

Multiresolution Merging,” in IEEE Transactions on Image Processing, Vol. 18, No. 10,
October 2009.

[University of Washington, on line] University of Washington, Image database. Available:

http://www.cs.washinaton.edu/research/imaaedatabase/demo/sea/

[Vasconcelos, 2007] N. Vasconcelos, "From Pixels to Semantic Spaces: Advances in
Content-Based Image Retrieval,” in Computer Volume: 40, Issue: 7, 2007, pp. 20-26.
[Veltkamp, 2000] R. C. Veltkamp and M. Hagendoorn, “State-of-the-Art in Shape

Matching,” in Multimedia Search: State of the Art, Springer-Verlag, 2000.

[Veltkamp, on line] R. C. Veltkamp and M. Tanase, "Content-Based Image Retrieval
Systems: A Survey,” Available:
http://aa-lab.cs.uu.nl/cbirsurvev/cbir-survev/

[Virage, on line] The Virage web site:
http://www.viraae.com

[VisualSEEK, on line] The VisualSEEk web site:

http://www.ee.columbia.edu/In/dvmm/researchProiects/Multimedialndexing/VisualSEE
k/VisualSEEK.htm

[Vincent, 1991] L Vincent and P. Soille, "Watersheds in Digital Spaces: An Efficient
Algorithm Based on Immersion Simulations," in IEEE Transactions on Pattern Analysis
and Machine Intelligence, Vol. 13, No. 6, June 1991, pp. 583-598.

[Wang, 2001] J. Z. Wang, J. Li and G. Wiederhold, "SIMPLIcity: Semantics-Sensitive
Integrated Matching for Picture Libraries,” in I[EEE Transaction on Pattern Analysis and
Machine Intelligence, Volume 23, No 9, Sept 2001, pp. 947-963.

[Xu, 2010] J. Xu, A. Janowczyk, S. Chandran and A. Madabhushi, "A Weighted Mean
Shift, Normalized Cuts Initialized Color Gradient Based Geodesic Active Contour
Model: Applications to Histopathology Image Segmentation,” in Proceedings of SPIE
Medical Imaging 2010: Image Processing, Vol. 7623, 76230Y.

[Yang, 2002] M. Yang, D. J. Kriegman and N. Ahuja, "Detecting Faces in Images: A
Survey," in IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. 24, No.
1, January 2002.

206



“Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms"

(0]

Annexure | - Publications

D. G. Thakore and A. I. Trivedi, “Content Based Image Retrieval Techniques -
Issues, Analysis and the State Of The Art,” in Proceedings of International
Symposium on Computer Engineering & Technology - ISCET 2010, March 2010, pp.
98-102.
Accessible at:
http://www.rimtenaa.com/iscet/proceedinas/pdfs/imaae%20proc/47.pdf
D. G. Thakore and A. I|. Trivedi, “Prominent Boundaries Detection Technique for
Color Images,” in Proceedings of Second International Conference on Computing
Communication and Networking Technologies (ICCCNT-2010), July 2010, pp. 1-5.
Accessible at:
http://lwww.ieeexplore.ieee.org/xpls/abs all.isp?arnumber=5592598
D. G. Thakore and A. I|. Trivedi, “Foreground Objects Revealing for Prominent
Boundaries Detected Color Images,” in Proceedings of Second International
Conference on Multimedia and Content Based Image Retrieval (ICMCBIR-2010),
July 2010, pp. 121-128.
Darshak G. Thakore and A. |. Trivedi, “Edge Detection from Candidate Boundaries
and Qualitative Comparison of Results for Color Images,” in Proceedings of Third
International Conference on Emerging Trends on Engineering and Technology,
(ICETET-2010), November 2010, pp. 229-234.
Accessible at:

http://doi.ieeecomputersocietv.Org/10.l 109/ICETET.2010.119
& at: http://www.ieeexplore.ieee.org/stamp/stamp.isp?tp=&arnumber=5698325
Darshak G. Thakore and A. | Trivedi, "Prominent Boundaries and Foreground
Detection Based Technique for Human Face Extraction from Color Images
Containing Complex Background," in Proceedings of Third National Conference
on Computer Vision, Pattern Recognition (NCVPRIPG-2011), Image Processing and
Graphics, Hubli, Karnataka, India, December 2011, pp. 15-20.
Accessible at:

http://ieeexplore.ieee. org/stamp/stamp.isp?tp=&arnumber=6132990

207



“Evaluation, Enhancement Development & Implementation of Content Based Image Retrieval Algorithms"

Annexure 2 - GUI & Description

A-2.1 Graphical User Interface
The Figure 102 shows Graphical User Interface (GUI) of developed CBIR

application. The full-fledged GUI enables user to
» Select query image and target (search) folder
» Extract features of image(s)
» Specify input parameters
e Perform segmentation with two different methods

* Retrieve images with various algorithms

Figure 102. GUI of the CBIR
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A-2.2 Component Description

The functionality of various components of GUI are describes below.

A. Image selection
The component enables user to select image by browsing files as shown in
following Figure 103. The selected image will be processed for feature extraction
or segmentation based on the task selected. The image will be treated as a query

for image retrieval purpose.

Figure 103. Image Selection by Browsing
B. Target folder selection
The folder selected specifies (i) feature extraction of all files of folder or (i) target
folder for image search.
C. Drive selection
The disk-drive selection for target folder is achieved with the GUI component.
D. Weight Selection for Foreground Color Codes (%)
The input parameter is used for specifying % proportion of foreground color code
similarity in composite similarity measure.
E. Similarity Cut-off
The input parameter specifies cut-off of similarity measure for image retrieval.
F. File type selection
The jpg or png file selection is achieved with the checkboxes.
G. Image feature extraction - Color Codes, one image

The color code attributes are formed for an image specified at GUI component A.
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H.

Image feature extraction - Color Codes, all images ~ ,

The color code features extraction is performed for all files of folder selected with
GUl component marked as B. The confirmation dialogue box, as shown in Figufe
106 is prompted before proceeding for a time expensive processing.

Extraction of all features — one image

All features of an image are extracted with the component.

Extraction of all features — all images

All features of all imdges of folder seleéfed with GUI component marked with B

are extracted with the component. The confirmation dialogue box, as shown in

" Figure 106 is prompted before proceeding for a time expensive processing.

Close all figures S

The button is used to close all windows {figures) produced for output.
Exclude Wavelet decomposition

The checkbox excludes wavelet decomposition step when checked.

. Wavelet decomposition level

The selection specifies wavelet decomposition level.

. Color codes based segmentation

The button-click performs color codes based segmentation of selected image. -

. Region based segmentation

The button-click performs prominent boundaries detection based segmentation.
Color codes based image retrieval
The image retrieval based on similarity measures of color code attributes will be

performed with the button-click.

. Foreground Color codes based image retrieval

The image retrieval based on similarity measures ,ovf foreground color code
attributes will be performed with the button-click.

Foreground Correlation Coefficient based image refrieval

The image retrieval based on similarity measures of correlation coefficients of
foregfound will be performed with the click of the button. |

Foreground Color Codes and Correlation Coefficient based image retrieval

The image retrieval based on composite similarity measures of foreground color
codes and foreground correlation coefficients will be performed with the click of
the button. The proportion of percentage weight is specified with component

marked as D.
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T. Similar face-image retrieval
The similar face-image retrieval is performed with the button-click.
Various Dialogue boxes
Figure 104 shows two dialogue boxes prompted when image for feature extraction
or query image for similar image retrieval is not specified at component marked as A.
Figure 105 shows prompted dialogue box when image type selection is not made.
Figure 106 shows prompted dialogue box for confirming proceeding for time
consuming process of extracting features of all files of specified folder.

Figure 107 shows prompted dialogue box when wrong selection of target folder is

made.
-> Image ? Query ?
Image not selected.. Query Image not selected..
OK OK
Irritll k-'ui ymwvcici

Figure 104. Dialogue box for unselected image
Verify check b... | [ >
Select any one check box...

OK

Figure 105. Dialogue box for unselected check box for image type

211



“Evaluation, Enhancement Development & Implementation of Content Based Image Retrieval Algorithms"

Confirm to proceed

Are you sure?

Yes No

Figure 106. Dialogue box for confirming all image processing for all attributes

Wrong Folder ... f "] | X

Image Attributes Files Not Found ...

OK

Figure 107. Dialogue box for wrongly selected target folder for image retrieval
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~ Annexure 3 - Results: Miscellaneous

A-3.1 Suitability of Proposed Methods for Character Recognition

oo Following“FigUrev 108 shows prominent boundaries, extracted foreground,
bockgroﬁnd and resultant watershed pixels of a scanned imdge_ of a prinféd Gujarati
alphabet. The shape preserving feature extraction is d"mdjor concem in :ch"crdcfer
recognition, which is challenged by breaks preserif & induced because. of prdéegsihg of
scanned image. Cohff‘nui‘ry and .éihdpe preserving'v\)glvc‘xfershed pixels of one bixel width
produced with proposed algorithm provide the mdéf s_Uh‘obIe & required features for
character recognition. o

£ops mappedon g -

Figure 108, From Left to Right — Scanned alphabet, Mapped edges, Foreground, Background and Watershed pixels.

A-3.2 Foreground Extraction - Tiger Images of BSDB [Fowlkes, on line]
[Martin, 2001] | |

Tiger images captured in natural conditions of forest provide all possible
challenges for foreground extraction. The tiger images of BSDB [Fowlkes, on line] [Martin,
2001] are few of the toughest among all. The effectiveness of proposed methods leading

to foreground extraction is shown with fhe results in Figure 108.

A-3.3 -Query Response Examples - Tiger Images BSDB [Fowlkés, ‘on
line] [Martin, 2001]

The image database BSDB [Fowlkes, on line] [Martin, 2001]- a collection of

challenging images for segmentation is not meant for image retrieval as many images

belonging to same class are not available. Still, on available 6 figer images of the

database, experiments of image retrieval were carried out to target retrieval of tiger

images.
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Figure 109. Tiger images of BSDB [Fowlkes, on line] [Martin, 2001] and extracted foreground.
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The foreground color codes based method was used for the purpose of
retrieval with similarity cut-off set to 50. Figure 109 illustrates the effectiveness of the
method for extracting foreground tiger for challenging complex background with
different pose/illumination/texture variations. The screen shot of results for each of tiger
image given as query are shown in Figure 110. Except for the last query image
containing disguised tiger, retrieval of target images for all other queries have been quite

remarkable.

A.3.4 Face Extraction - Face Image BSDB [Fowlkes, on line] [Martin,

2001
A typical image of BSDB database [Fowlkes, on line] [Martin, 2001] has been

presented with face extraction results (Figure 111). The image contains skin-colored
head-cape & cloths with typical pose of hands and face. Exclusion of face-touching
hands in the detected face region is note-worthy. The precise face region extraction

proves the effectiveness of proposed methods.

Figure 111. Image of BSDB [Fowlkes, on line] [Martin, 2001] and extracted face
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Annexure 4 - Distinctive Issues

A-4.1 Search Engines - Gdogle Image Search and vSearch

The topic presents query responses & relo‘red issues of state of the art image
search technologies - Google Imcge Search and vSearch. Current version of the image
search engine of Google, supporting image query or image url was iaunched recently in
~ June 2011. Sources: (i) hf’rp://www.googIe.com/in‘sidesecrch/press/ldunch.h’rml and
(ii) h’r’rp://'compu’rervisioncen’rrcI.c'om/confenf/google-rolling-oU’r—con’rent—bcsed—’imoge_—
search01668. Prior versions were supporting only textual queries. As being proprietary /
commercial products, no authentic technical details of Google image search and
vSearch are available. The inferred block diagram and related issues of Google search
engine are illustrated below ' o '

QUery Image JUT
Image "1 Analysis fagging
Retrieved Tag Image &
Similar Comparison |e Associated
Images & Retrieval Metadata
Database

"Figure 112. Inferred block diagram for Google like search engines

The Google achieves similarity retrieval by comparing Tags of the query image
with pre-generated, stored & indexed Tags of database images. The Goégle*oddressed :
the issue of diversiﬁes in the human perception with the help of Google labeler. .Google
. labeler was on line during 2006 to 2011. The Google labeler was a game to be played by
multiple players who were given same images for manual labeling with all possible Tags.
The same images would be given to a large number of users (players) to have exhaustive:
labeling. The exhaustive collections of image-tags have been utilized for the purpose of A
' irhoge refrieval. A tag for an image was subsequently weighted proportionate to the

number of times it was perceived by the human beings. Hence, the label due to rarely or
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wrongly perceived contents would be given less weight, putting such image at the lower
rank at the time of retrieval for a match due to least important tag.

Though the current version of the Google gives better results in terms of the
Precision for many queries, including the illustrative one - black rose, it is not free from the
limitations. Two typical query examples to illustrate current state of the art and limitations
of the search engine are shown below in Figure 113 ( as on 10-04-2012), where automatic
tagging of query images was not performed by Google and the user was asked to
describe the image. The selected query images are from the standard database -
Berkeley Segmentation Dataset and Benchmark (BSDB) [Fowlkes, on line]. Without
describing prompted image contents, Google produced results of visually similar images
which were not containing any images of Baby girl and Tigers respectively for given two

queries on the first page of retrieved results. As observed, retrieval was mainly based on

the color distributions.
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Figure 113. Query response for Google - could not tag & retrieving irrelevant images

Third typical Google query example shown below in Figure 114 is for the winter
image of MS Windows operating system. The resulted automatic tags for the query
image were winter & pins. The first tag is pertaining to a concept where as the second is

a wrongly annotated tag, producing many dissimilar images on a first page.
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Figure 114. Query response for Google - tagging wrongly & retrieving many irrelevant images

Typical vSearch query results for 4 different queries are shown below in Figure 115.
The top-left image in the table cells are respective query images. Resulted images of all

4 queries contain many dissimilar images. The inferred dominant method of similarity
comparison is based on color distributions.

Figure 115. Query response for vSearch - retrieving many irrelevant (?) images

Our proposed novel techniques are based on the theme - “Relaxed feature
description for better Recall and simultaneous emphasizing of reliable processing of cues
leading to precise feature extraction for better Precision.” The user has been given

choice to select method of image retrieval to map his needs & perception. The broader
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color codé description of whole image performs search on color similarity with higher
Recall. The other options are foreground shape based technique, -performingfsimiicri’ry
comparison based on the detected foreground shape and a combinational fechnique
that enables user to select proportionate weight of foreground shape and- foreground

color descriptors for similarity comparisons.
A-4.2 Quantitative Analysis & Comparisons of Edge Responses

Qualitative comparisons of edge responses of the proposed method with ACD
Photo Editor, Adobe Photoshop and MS Photo Editor hcvé been pfesenfed in Section
4.3.3. Figure 116 & Figure 117 show quantitative analysis of edge responsés with
performance 'mecxsure,s Precisione (Pe}. Recalle (Re') and F - measure (Fe) ».'o_l_c,ng with
qudiitative comparisons for two scmble imoges of BSDB [Fowlkes, bn line] [Morﬁn;.QOOI}. '
Precisione is @ measure of how many detected edges are correct and ,Réé-"cxﬂe is a
measure of how many correct edges are detected with reference to ground truth. F-
measuree (Fe) combines Precisions and Recalle to yield performance reflective single
number given by 2 / {1/Pe + 1/Re]. These measures are computed for detected
perceptually significant edges with reference to human segmented imcge‘of BSDB
[Fowlkes, on line] [Martin, 2001]. The computation of Precisione (Pe}l and Recalle {Re) are -
carried ‘out by locating detected edges in a vicinity of +/- one pixel in all directions with
reference to ground truth edges. o

Figure 116 (a) left and Figure 117 (a) left show original images of BSDB [Fowlkes,
on line] [Martin, 2001]. Corresponding human segmented images are shown in Figure 116
{a) middle & Figure 117 (a) middle respectively. Figure 116 (a) right & Figure 117 (a) right
present edge responses of proposed method with threshold 25. All three leading tools -
ACD Photo Editor, Adobe Photoshop and MS Phofo Editor produce & present edge
response as a color image as shown in Figure 116 [b) to {d) & Figure 117 (b} to _(d) at first
column. These responses are converted to Gray images and thresholded with fh{esholds
25, 64 & 128 for precision & recall computations with white representing edge pixel. The
RGB to Gray conversion & thresholding is performed with a Matlab program. it sh‘oQid also
be noted that Adobe & MS Photo produce color edge responses characterized by white
background with colored edges as shown in Figure 116 (c) & (d) and Figure 177 (c) & (d).
And hence, corres‘ponding Gray images are required to be negated before thresholding
for carrying out quantitative comparisons.

, Precision, Recall and F — measure plotted at different thresholds for quantitative

co‘mporisons of edgé responses of the proposed method with ACD Photo editor, Adobe
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Photoshop and MS Photo editor have been presented in Figure 118,

120 respectively.

Original Image

BSDB[Fowlkes, on line]
[Martin, 2001]

ACD
Edge response
(Color)

Adobe
Edge response
(Color)

MS Photo Editor
Edge response
(Color)

Figure 116. Edge Response Comparison & quantitative analysis - example !

Processed
Edge response of
ACD, Threshold 25,
Pe = 0.15. Re = 0.86,

Fe=0.24

Processed
Edge response of
Adobe, Threshold 25,
Pe = 0.07, Re = 0.99,
Fe=0.12

Processed
Edge response of MS
Photo Editor,
Threshold 25,

Pe = 0.15, Re = 0.80,
Fe=0.26

Edge Response of proposed

Human Segmented Image

method, SWT level 2,

Pe = 0.31, Re = 0.52, Fe=0.39

Processed
Edge response of
ACD, Threshold 64
Pe = 0.20, Re = 0.63,

Fe=0.3

Processed
Edge response of
Adobe, Threshold 64,
Pe = 0.1 1, Re = 0.92,
Fe=0.18

Processed
Edge response of MS
Photo Editor,
Threshold 64,

Pe = 0.19, Re = 0.57,
Fe= 0.28

Processed
Edge response of ACD,
Threshold 128,
Pe = 0.28, Re =0.40,
Fe =0.32

Processed
Edge response of
Adobe, Threshold 128,
Pe = 0.19, Re = 0.69,
Fe=0.30

Processed
Edge response of MS
Photo Editor,
Threshold 128,

Pe = 0.23, Re = 0.36,
Fe=0.28
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Original Image
BSDBfFowlkes, on line]

Human Segmented Image

_ Edge Response of proposed
BSDB[Fowlkes, on line]

method, SWT level 2,

[Martin, 2001] [Martin, 2001] Pe = 0.17, Re = 0.53, Fe= 0.26
©
ACD Processed Processed Processed
Edge Edge response of Edge response of ACD, Edge response of ACD,

ACD, Threshold 25,

Threshold 64

Threshold 128,

r?é%cl)gse Pe = 0.10, Re = 0.93, Pe = 0.12, Re = 0.87, Pe = 0.14, Re = 0.75,
Fe=0.18 Fe= 0.22 Fe=0.24
Adobe Processed Processed Processed
Edge Edge response of Edge response of Edge response of
g Adobe, Threshold 25, Adobe, Threshold 64, Adobe, Threshold 128,
r?é%?gge Pe = 0.05, Re = 0.98, Pe = 0.06, Re = 0.96, Pe = 0.08, Re = 0.92,
Fe=0.09 Fe = 0.11 Fe=0.14
MS Photo Processed Processed Processed
Editor Edge response of MS  gqge response of MS Edge response of MS
Edge Photo Editor, Photo Editor, Threshold Photo Editor,
J Threshold 25, 64, Threshold 128,
bl Pe=0.10, Re = 0.91, Pe = 0.12, Re = 0.83, Pe = 0.14, Re = 0.70,
(Color) Fe=0.18 Fe=0.2 Fe= 0.24

Figure 117. Edge response comparison & quantitative analysis - example 2
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Edge Response Comparison -

——ACD Pe Image 1
—+—ACD Re Image !
ACD Fe Image 1
X Proposed Method Pe Image !
X Proposed Method Re Image !
e Proposed Method Fe Image !

——ACD Pe Image 2

Pe, Re, Fe

—"ACD Re Image 2
ACD Fe Image 2
¢ Proposed Method Pe Image 2
m  Proposed Method Re Image 2

a Proposed Method Fe Image 2

Thresholds

Figure 118. Quantitative comparison of edge responses: ACD Photo editor & proposed method

Edge Response Comparison -
——Adobe Pe Image !
—+— Adobe Re Image !
Adobe Fe Image !
X Proposed Method Pe Image !
X Proposed Method Re Image !
e Proposed Method Fe Image 1

——Adobe Pe Image 2

Pe, Re, Fe

—— Adobe Re Image 2

—a— Adobe Fe Image 2
¢ Proposed Method Pe Image 2
m  Proposed Method Re Image 2

a Proposed Method Fe Image 2

Thresholds

Figure 119. Quantitative comparison of edge responses: Adobe Photoshop & proposed method
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Edge Response Comparison -
—— MS Photo Pe Image 1
—*— MS Photo Re Image 1
MS Photo Fe Image !
X Proposed Method Pe Image !
X Proposed Method Re Image !
e Proposed Method Fe Image !
———MS Photo Pe Image 2
—— MS Photo Re Image 2
—a MS Photo Fe Image 2
¢ Proposed Method Pe Image 2
m  Proposed Method Re Image 2
a Proposed Method Fe Image 2

20 40 60 80 100 120 140
Thresholds

Figure 120. Quantitative comparison of edge responses: MS Photo editor & proposed method

A-4.2.1 Discussion

A-4.3

[0}

Edge responses of the three software packages are characterized by low
Precision resulted due to detection of perceptually significant as well as
insignificant edges. Precision of Adobe is the lowest. Precision of the proposed
method is better than others. The edge responses of the three packages are to
be thresholded explicitly at different required levels for better Precisions & F-
measures.

Large numbers of detected edges yield better Recall for the three software
packages compared to the proposed method. The higher Recall obtained in
the three software packages is at a cost of Precision. F-measures of the
proposed method is better than the three software packages.

The results of the proposed method outperform others for i) detection of
significant perceptual edges i) elimination of insignificant edges corresponding

background and foreground textures.

Quantitative Analysis of Results of Proposed Method for

Foreground Extraction w. r. t. Ground Truth

The quantitative comparisons of the results of proposed method for foreground

extraction have been carried out with performance measures Precisiontg and Recallfg,

computed with respect to Ground Truth foreground. High values of the performance

measures are noteworthy (Figure 121 to Figure 126).
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The corﬁputqﬁon of Precisionig and Recall differs for region based segmentation
compared to the Precision and Recall used for measuring image refrieval performances.
They are defined as follows:

Precisionfg.is a ratio of area of intersection of detected foreground regions with
Ground Truth foreground region to area of Detected fofeground regions.

Recallig is a ratio of area of intersection of detected foregfoﬁnd regions with
Grbund Truth foreground regions to area of Ground Truth foreground regions.

E.g;, Precisionsg of 0.5 indicates that correctly detected foreground (with reference
to Ground-Truth} is 50 % of the total detected foreground. Recoilfg of-0. 5-indicctes that
the correctly detected foreground (with reference to Ground- Trufh) ss 60% of the total
correct (Ground-Trufh) foreground. ' '

In ‘addition to a large number of results presented in the ’rhe5|s for foreground
extraction for qualitative comparisons with the Human segmented images of BSDB
[Fowlkes, on line] [Martin, 2001}, quadlitative & quantitative analysis for performance
measures have been.carried on sample images of BSDB [Fow!kes,'on lline} [Martin, 20011,
SIMPLIcity [SIMPLIcity, on line] and ALOI [ALOI, on iiné] [Geusebroek, »2001}.‘ |
Ground Truth Foreground Images: The BSDB [Fowlkes, on liné] {Maﬁiﬁ; 2001] provides
Human segmented Ground Truth images. These images contain segfnented foreground
and background regions. And hence, the Ground Truth foreground images have been
prdduced manually using Adobe Photoshop from these Human segmented images. The
images from other databases have been also brocessed with Adobe PhOibéhop to
generatfe Ground Truth foreground images. “ -

Following Figures give the qualitative and quantitative componsons of ’rhe results
with the Ground Truth. The original images and corresponding Ahumcn se_gm,en’red
images of BSDB [Fowlkes, on line] [Martin, 2001] are shown in Figure 121 (d) and Figure 122
(b} respectively. Figure 121 (c) shows Ground-Truth foreground images prodtjcéd with
Adobe Photoshop from respective images of Figure 121 (b}, The foreground regipns are
marked with White. Figure 121 (d} indicates level of Haar SWT»Us‘ed for brbposed
algorithm. Figure 121 (e) éhows the extracted foreground regions from original images of
(a) with proposed foreground exiraction algorithm. These extracted foreground regions
are marked with Whitfe and can be qualitatively compared with the corresponding
Ground Truth foreground shown in Figure 121 (c). These foreground regions (White) of
Figure 121 (e} are mapped to images fo yield foreground images shown in Figure 121 {f}
confdinihg background marked as Black. Figure 121 (g) and Figure 121 (h) are the .

225



"Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms"

quantitative measures of Precisionfg and Recallfg respectively, for extracted foreground
with proposed algorithm with reference to the Ground Truth foreground.

Figure 122 illustrates results and quantitative & qualitative analysis for
foreground extraction carried out at two different levels of Haar SWT decomposition for
images of BSDB [Fowlkes, on line] [Martin, 2001]. The chart for Precisionfg & Recallfg for
results of Figure 121 and Figure 122 have been presented in Figure 123 indicative of high
average Precisionfg & high average Recallfg.

Figure 124 and Figure 125 illustrate high performance measures with respect to
ground truth for images of other databases - SIMPLIcity [Wang, 2001] [SIMPLIcity, on line]
and ALOI [ALOIl, on line] [Geusebroek, 2001], The corresponding chart has been
presented in Figure 126.

Figure 121. Qualitative & Quantitative Performance Comparisons for foreground extraction, (a) Original BSDB Images BSDB
[Fowlkes, on line] [Martin, 2001] (b)Fluman segmented Ground Truth images at BSDBfFowlkes, on line] [Martin, 2001].
(c)Ground Truth foreground from (b), produced with Adobe Photoshop, (d) Level of Haar SWT used, (e) Extracted foreground
regions from Original images of (a) produced with proposed algorithm, (f) Corresponding foreground image, mapped from (e). (g)
and (h) Precisionfg and Recallfg respectively for extracted foreground regions of ().
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Figure 122. Qualitative & Quantitative Performance Comparisons for foreground extraction with respect to different levels of Haar
SWT. (a) Original BSDB Images BSDB [Fowlkes, on line] [Martin, 2001]. (b)Human segmented Ground Truth images at
BSDBJ[Fowlkes, on line] [Martin, 2001], (c) Ground Truth foreground from (b), produced with Adobe Photoshop, (d) Level of Haar
SWT used, (e) Extracted foreground regions from Original images of (a) produced with proposed algorithm, (f) Corresponding
foreground image, mapped from (e). (g) and (h) Precisionfg and Recalifg respectively for extracted foreground regions of (e).
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Precision & Recall for Foreground Extraction wrt Ground

Truth on BSDB Images
1

o8

o8
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Figure 123. Quantitative analysis w.r.t. ground truth for foreground extraction on BSDB Images

a)

) Level 2 Level 1 Level 1

Edsl

Figure 124. Qualitative & Quantitative Performance Comparisons for foreground extraction on images with illumination variations,
(a) Original images, Left - size reduced image photographed by an amateur, Middle & Right from ALOI [ALOI, on line]
[Geusebroek, 2001], (b) Ground Truth foreground from (a) produced with Adobe Photoshop, (c) Level of Haar SWT used, (d)
Extracted foreground regions from Original images of (a) produced with proposed algorithm, (e) Corresponding foreground image,
mapped from (d). (f) and (g) Precisionfg and Recallfg respectively for extracted foreground regions of (d).
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Figure 125. Qualitative & Quantitative Performance Comparisons for foreground extraction, (a) Original images [Wang, 2001]
[SIMPLIcity, on line], (b) Ground Truth foreground from (a) produced with Adobe Photoshop, (c) Level of Haar SWT used, (d)
Extracted foreground regions from Original images of (a) produced with proposed algorithm, (e) Corresponding foreground image,
mapped from (d). (f) and (g) Precision,-, and Recallfy respectively for extracted foreground regions of (d).

Precision & Recall for Foreground Extraction vwt Ground
Truth on Other Images

*
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Figure 126. Precision - Recall analysis w. r. t. ground truth for foreground extraction on BSDB images [Fowlkes, on line]
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A-4.3.1 Discussvion‘

o The proposed method of foregrouhd extraction is effective on diversified
images as can be concluded by qualitative & quantitative comparisons of
Ground Trufh foregrounds with extracted foregrounds with proposed method.
Precisiontg & Recallyg - quanﬁ%aﬂve performance heosu‘res with the respect to .
Ground truth are quite high. ‘ |

o The APrecisionfg of exiracted foregrqund is high even for the complex natural
images of BSDB [Fowlkes, on line] [Martin, 2001]. The average Precision of 0.595
with average Recall of 0.85 for sample image set is quite significant.

o The work reported so far in the literature for foreground exiraction of
challenging imcges of BSDB [Fowlkes, on line] [Martin, 2001] is mainly based on
Graph cuts. The proposed mé’rhod and the qualitative results with high

Precision & Recdll are unique, novel & not reported so far.
A-4.4 Color Codes

Innovative and unique 27 (25 + 2} color codes to effectively represent entire
spectrum of RGB color space (224 colors) are formulated and used for ’rhe purpose of'
image segmentation and feafure extraction leading to color similarity based 'image
retrieval. The codes are formulated by exploiting in’rrd-fuple RGB reldﬁonship as shown in
Table 27. A Color Code represents a set of colors satisfying corresponding intra-tuple RGB
relationship. These color codes are the broadest color descriptors used to represent color
attributes of images. Color code 0 represents pure black (with R = G = B = 0)
differentiating it from Code_1. Code_26 is a special code to represent colors around
boundaries of color codes.

A-4.4.1 Results - Color Code Based Segmentation

Figure 127 illustrates effectiveness of proposed novel color codes to represent
image color attributes leading to image. segmen’rcﬁon. The depicted sample images are
some of the most challenging images of standard databases of BSDB [Fowlkes, on line]
[Martin, 2001] and SlMPUci’ry-{Wohg, 2001]. A standard image of Baboon possessing’
typical textures and color combinations is also segmented effectively with 4.1 seconds as
segmentation time on the duct core processor with 1.49 GB of RAM. Segmentation time
analysis is further reported in Section A-4.5.

‘ Despite being broadest color descripfdrs, their effective representations for colors
of images have been exploited for iﬁcge retrieval tb increase the Recall. The

combination of foreground color codes and foreground shape with selectable
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percentage weighf‘for image retrieval not only maps the need & perception of a user

but also increases the Precision without sacrificing Recall much.

Table 27. Formulation of Color Codes

: R G B Relationship Deciding Set
Sr. No. Code ~of Colors Mapping to
A Respective Color Code

1 Code_] "R=B=G &RI=0
2. Code_2 R=G &R >B
3. Code_3 R=B &R>GC
_4. - Code_4 G=B & G >R
3 Code._5 R=G&B>R
6. | Code_é R=B&G>R
7.. | Code7 G=B&R>G
8. Code_8 R >B>G.& (R-B) = (B-G)
9. | Code9 R >B>G & (R-B) > [B-G)
10. | Code_10 R >B>G & (R-B) < [B-G)
1. | Code.ll | R>G>B&(ROC)=(G-B
12. | Code_12 R>G>B & [R.G) > (G-B)
13. | Code_13 R>G>B (R-G) < (G-B)
14. | Code_l4 G>R>B & (GR) = (R-B)
15. | Code_15 G>R>B & (GR) > R-B)
16, | Code 16| G>R>B&(GR)<[R-B)
17. | Code_17 G>B>R&(G-B]= B-R]
18. | Code 18 G>B>R & (G-B) > (B-R)
19. | Code_19 G>B>R & (G-B} < (B-R)
20. | Code 20 | B>G>R&(B-G)=(G-R)
21. | Code 21 | B>G>R&(B-G)> (G-R)
22, | Code 22 | B>G>R&(B-G)<(G-R)
23. | Code 23 | B>R>G&(B-R)=(R-G)
24, | Code_24 B>R>G&(B-R)>{R-C)
25. | Code 25| B>R>G&([B-R)<([R-GJ
26. Code_0  R=B=G=0
27. Code_26 Special |
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Original Images
SIMPLIcity [Wang,

s, 2001], Cot')‘;rs(e‘gde
No. BSDB [Fowlkes, on segmented images
line] [Martin,
2001

Figure 127. Results: Color codes based segmentation.
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Original Images
SIMPLIcity [Wang,
Sr. 2001,
No. BSDB [Fowlkes, on
line] [Martin,
2001]
108073."

Color code
based
segmented images

30091

BABOON

Figure 127 (Contd ). Results: Color codes based segmentation.

A-4.5 Processing Time Analysis

The development, testing & implementation ot algorithms has been carried out on
a machine having dual core Intel processor (T2050 @ 1.6 GHz) with 1.49 GB of RAM. The
high processing time required particularly for prominent boundaries based algorithms
demands high end servers for their deployment at real time.

Table 28 presents processing time for segmentation with Color codes and total
processing time for edge & prominent boundaries detection and foreground extraction
on sample images of SIMPLIcity images [Wang, 2001] of size 384 x 256. The processing
time for boundary detection based approach is tabulated for SWT Haar level | and level
2. Whereas Table 29 summarizes processing time for various images of BSDB images
[Fowlkes, on line] [Martin, 2001] of size 421 X 381 processed for color codes based
segmentation and boundary based algorithms with SWT Haar decomposition at level 2

and level 3.
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Table 28. Processing time analysis for SIMPLIcity images

Processing Time

Seconds
Color Code Boundary
SIMPLIcity Images Based . Detection Based
[Wang, 2001] Segmentation Algorithms
Size - 384 x 256 Algorithm
Attempt SWT Haar Level

Attempt 2 SWT Haar Level 2

1.9 234.9
.65 205.2
44.ipg
15 154.1
1.85 103.3
310.jpg
1.68 2177.7
2.32 605.2
22.jpg
1.54 677.6
1.77 809
740.
1.90 91.
.79 177.76
2.1 229.75
2.7 141.3
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Table 29. Processing time analysis for BSDB images

Processing Time

Seconds
BSDB Imag?s Color Code Boundary
Sr. [Fowlkes, on line] Based .
. . Detection Based
No [Martin, 2001] Segmentation .
. . Algorithms
Size-421 X 381 Algorithm
Attempt ! SWT Haar Level 2
Attempt 2 SWT Haar Level 3
42049.jpg
| * 1.64 544.7
1.89 374.3
30009 I.jpc
1.93 232.2
1.7 175.7
1.78 246.3
2.03 226.7
1.65 438.5
1.70 290.5
108005.il
.70 547.5
1.68 2453
171 393.7
.78 228.2
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A-4.5.1 Discussion

o Color code based segm_en’raﬁén requires less time corhpcred to boundary
detection based algorithms.

o Processing time of images containing fextures is significantly high for boundary
detection based algorithms. Processing time reduces at higher levels of SWT.

o Proc’éssing time of color codes based segmentation does not depend on
textures or categories of images. It is merely proportionate to the size of the
image. _

o Considering effectiveness and suitability of proposed boundary detection
based algorithms, high end servers are needed & recommended fo meet their

computational requirements.
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