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Content Based Image Retrieval (CBIR) - a challenging need of today, aims at 

retrieving visually similar images from abundantly available / accessible images for a 

given query image.

The thesis encompasses wide scope covering development of novel algorithms 

for image segmentation, feature extraction & representation and image retrieval. A 

challenging task of development, implementation and integration of various novel 

algorithms to result into GUI based, selectable multimodal processing of single, 

selectable query image for retrieval of similar images has been achieved successfully. 

These novel algorithms include:

o Edges and prominent boundaries detection 

o Foreground separation 

o Image retrieval based on

■ Color codes feature of entire image

■ Foreground color codes feature

• Foreground shape correlation

• Combination of foreground color codes feature and shape correlation

• Extracted face region from images containing complex background for 

retrieval similar face images

Proposed prominent boundaries detection and foreground separation algorithms 

emphasize on ‘proper’ image segmentation, addressing a fundamental problem of 

computer vision for meeting a prime requirement for a development of a generic CBIR. 

Prominent boundaries, prominence measure, watershed algorithm with various levels of 

Flaar wavelet decompositions are effectively incorporated together for proper 

segmentation and feature extraction by enforcing reliable processing of low level cues 

for avoiding breaks as well as under segmentation by utilizing continuity preserving, well 

localized visually prominent boundaries for foreground - background separation. The 

problem of over segmentation is addressed by compositely considering proximity 

influence and watershed algorithm.
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The edge detection method based on candidate boundaries and proximity 

influence of all four channels detects well localized and delineated perceptually 

significant edges. The edge defection response of proposed method outperforms edge 

responses of ACD Photo Editor, MS Photo Editor and Adobe Photoshop. Quantitative 

analysis & comparisons of edge responses show better performance measure [F- 

measure) for the proposed method.

The prominent boundaries detection results, segmentation results and foreground 

extraction results have been qualitatively compared with (i) Human segmented images 

of standard database BSDB [Fowlkes, on line] [Martin, 2001] and (ii) with results of JSEG 
[Deng, on line] [Deng, 2001] for the effect of texture & illumination variations on 

segmentation and suitability of the algorithms for foreground - background separation. 

Quantitative analysis yielding high performance measures for extracted foreground with 

respect to ground truth foreground has been presented to endorse effectiveness of the 

method.

Proposed image retrieval approaches follow two streams of techniques for 

achieving a theme - "Relaxed feature description for better Recall and simultaneous 

emphasizing Of reliable processing of cues leading to precise feature extraction for 

better Precision”. The first stream of technique for image comparison is based on color 

distribution wherein RGB colors are represented by proposed innovative & 

computationally efficient broad color descriptors called color codes. The technique is 

suitable for finding near similar images intended for achieving higher Recall. The second 

technique emphasizes reliable processing of low level cues for precise and well 

localized prominent boundaries detection, eventually leading to foreground extraction. 

The extracted foreground is compared on basis of shape correlation and foreground 

color codes for similar image retrieval. Moreover, a composite approach consisting of 

foreground shape and foreground color codes provides selectable proportion of 

weights in composite similarity measures to enable users to match the need based on 
category & perception for a query image. The exclusion of background and 

corresponding features supports object based search for image retrieval. The 

foreground detection based face extraction method and similar face image retrieval 

from the image containing complex background has been presented as an 

application specific CBIR, illustrating effectiveness of various proposed algorithms.
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Proposed user selectable image retrieval algorithms facilitate user to map needs 

& choice for bridging semantic gap, to meet subjectivity of perception & challenges 

offered by image diversities. The query response analysis and performance measures - 

Precision, Recall & F measures along with P - R curves carried out for various algorithms 

show effectiveness of the algorithms,-indicating higher Precision at higher Recall.

The developed algorithms have been tested on diversified images of various 

standard image databases, indicative of a step forward on the road-map of continuous 

& endless technical evolution towards a perfect & versatile CBIR ...
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1.1 Content Based Image Retrieval (CBIR)

The content based image retrieval (CBIR) aims at retrieving visually similar images 
from image database for a given query image (or sketch). Retrieval of required-query- 
similar images from abundantly available / accessible digital images is a challenging 
need of today. The image retrieval techniques based on visual image content has 
been in-focus for more than a decade. Many search-engines, including state of the art 
web-search-engines retrieve similar images by searching and matching textual 
metadata associated with digital images. For quicker response time, association of 
metadata is carried out as an off-line process known as image-annotation. The image 
search results, appearing on the first page for fired text query rose black, are shown in 
Figure 1 for leading web search engines - Google & yahoo.

Figure 1. Image search results for query - rose black, a) Google b) Yahoo

As can be seen, many resultant images of Figure 1 lack semantic matching with the 
meaning of the text-query, showing vast scope of research leading to improvements in 
the state-of-art-techniques for image retrieval.
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The need for image retrieval evolved two solutions - image annotation (or image 

tagging) and content based image retrieval. The annotation of images is in the form of 

textual description, carried out either automatically or manually e.g. Google image 

labeler (http://imaaes.aooale.com/imaaelabeler/). The automatic image annotation / 

tagging analyses the image content for producing and associating textual description 

with images under considerations. The textual query is then matched with annotations 

for image retrieval. The content based image retrieval techniques aim to respond to a 

query image (or sketch) with query-similar resultant images obtained from the image 

database, as shown in Figure 2.

Figure 2. Block diagram of a CBIR system.

Figure 3. Detailed block diagram of a CBIR system.

The detailed block diagram of a CBIR system available in the literature is shown in 

the Figure 3. The system consists of two databases - image database and feature
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database. The image feature database is a collection of the image features on which 

image search is to be carried out. While adding a new image in the image database, 

image features are extracted and stored in the feature database. The features are 

represented in a convenient format before storing them appropriately for faster search. 

Features of the query image are extracted and compared with the features of the 

images, available in feature database. The similarity comparison and search are carried 

out with the image feature database for finding similar-featured-images. The 

corresponding images are retrieved and displayed as a result on the basis of similarity 

measures.

1.2 Application Areas

Typical areas involving content based image retrieval [Gudivada, 1995] are

• Art galleries and museum management

• Architectural and engineering design

• Interior design

• Remote sensing and management of earth resources

• Geographic information systems

• Scientific database management

• Weather forecasting

• Retailing

• Fabric and fashion design

• • • Trademark and copyright database management

• Law enforcement and criminal investigation

• Picture archiving and communication systems.

Other applications reported in the literature are

• Web image searching

• Education and training

• Home applications like digital photograph cataloging and retrieval

• Medical image database maintenance and medical diagnosis

• Military applications

• Pornography detection & elimination
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1.3 Need & Motivation

Advances in processor speed & digital sensor technology, expansion & 

availability of internet have tremendously increased volume & accessibility of digital 

images. This has caused a need to have a system that returns images based on the 

given query considering visual similarity among them to facilitate image searching / 

cataloging. The conventional image search techniques involves search on metadata 

comprises of textual annotation associated with images, having severe drawbacks and 

limitations as illustrated in Figure 1. The CBIR system aims to overcome these limitations. 

The vast application areas (Section 1.2) and lack of availability of general purpose CBIR 

system imply huge research potential on the subject.

1.4 CBIR System Modules
Various modules of a CBIR system shown in Figure 3 can be described as under.

• Input / output interface:

This module provides Graphical User Interface to user to give or select input 

query either in a form of an image within or outside of the image database. It 

may also provide GUI for giving sketch as an input query. The output interface 

displays images based on the similarity measures. It may also provide a 

mechanism to give positive or negative relevance feed back to refine search 

results.

• Image database and its interface:

The image database is an unorganized collection of images. The 

corresponding interface provides accessibility to image database.

• Image features database and its interface:

The image feature database is an organized collection of image features of 

corresponding images of image-database. The corresponding interface 

provides accessibility to image feature database.

• Feature extractor:

It is the most important module of any CBIR system. The relevant-image- 

retrieval performance of the CBIR system is directly proportionate to the 

performance of the feature extractor module. The module extracts required 

image features listed in Section 1,6 by meeting challenging issues specified in 

Section 1,5. These image features are compared to determine similarity.
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• Representing, indexing & storing modules:

The extracted features are represented appropriately to facilitate storing and 

indexing.

• Similarity searching & image retrieval:

The extracted features of the query image are compared with the stored 

image features of the feature database by applying similarity criterions for 

retrieving content-similar-images.

1.5 Challenges
Following issues make development of versatile techniques for image feature 

extraction and hence retrieval difficult and challenging.
• Semantic gap:

It is a most crucial factor affecting the relevant-image-retrieval performance 

of the image retrieval. The semantic gap - as defined in [Smeulders, 2000], is 

the lack of coincidence between the information that one can extract from 

visual data and the interpretation that the same data have for a user in a 

given situation. It is also described in the literature as a gap between human 

perception for the image content description and its feature representations.
• Subjectivity:

The subjectivity of human being for the content analysis and description, 

which is characterized by human psychology, emotions and imaginations, is a 

second most crucial factor affecting the relevant-image-retrieval 

performance of the system.

• Inter tuning of various phases:

The feature extractor module generally consists of a series of operations / 

phases whose proper tuning is important for better over-all performance of 

the system. Inter tuning of phases plays very important role for example in 

CBIR systems incorporating relevance feedback or hierarchical frame work 

for feature extraction &. representation.

• Variety of image categories & characteristics:

Different image categories & varieties of image characteristics add to the 

difficulty levels for development of versatile image feature extraction 

algorithms. Few of them are summarized here.
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o Image resolutions and resizing of images 

o Image categories 

o Intra-image illumination variations

o Non- homogeneity of intra-region and inter-region textures 

o Multiple and occluded objects 

o Affine transforms of objects

• Parameter tuning and threshold value selection:

A large variety in the image characteristics and image categories require 

parameter tuning and threshold value selection for meeting required scale of 

feature extraction.

• Time performance related issues:

The optimization of feature processing time and query response time may 

. become crucial for a large image database. The issue of feature 

dimensionality reduction is equally important for a large image database.

• Application domain specific issues:

The selection of algorithms, parameters, scale of segmentation etc. are many 

a times application specific, e.g. the segmentation algorithm used for natural 

images may not be suitable for X-ray or histopathological images.

1.6 Image Features

Various image features and variants of there of, found in the literature for content 

description of the images are as under, 

o Histograms

o Local, global and cumulative 

o Colors, Color layouts and color distributions 

o Edges 

o Contours

o Boundaries & regions 

o Textures 

o Shapes
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1.7 Various Approaches
The CBIR algorithm issues are addressed by various approaches in the literature, 

viz.

o Iterative relevance feed back from user 

o Fuzzy, evolutionary and neural network 

o Hierarchical approaches

o Focusing on improvements on processing of low level cues so as to 

precisely extract features

o Semantic domain based image retrieval systems, comparing meaningful 

concepts

1.8 CBIR Systems
Various CBIR systems reported in [Thakore, 2010,1] are summarized below:

• QBIC: Query By Image Content system [QB1C, on line] [Flickner, 1995], 

developed by IBM, a pioneer commercial product

• Ultimedia Manager Product: developed by IBM [Barber, 1994], based on QBIC 

technology.

• VisualSEEk: Developed at Columbia University [Smith, 1996] [VisualSEEk, on 

line].

• Photobook: Developed at Media Laboratory, Massachusetts Institute of 

Technology - MIT [Photobook, on line], incorporating a unique feature of 

interactive learning agent, named FourEyes for selecting & combining 

feature-based models

• MARS: Multimedia Analysis and Retrieval Systems [MARS, on line]

• FIRE: Flexible Image Retrieval Engine [Fire, on line]

• PicSOM: (Picture & Self-organizing Map) [Laaksonen, 1999] implemented 

using tree structured SOM

• NeTra [Ma, 1997]

The elaborative survey on CBIR system can be found in [Veltkamp, on line].
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1.9 Scope of the Work
The work carried out includes:

1. Literature survey - CBIR algorithms and CBIR systems [Thakore, 2010,1].

2. Development and implementation of a novel algorithm for edge detection 

and edge thinning & qualitative comparison of results with those of Adobe 

Photoshop, ACD photo editor, MS photo editor for color images [Thakore, 

2010,2].
3. Development and implementation of a novel algorithm for prominent 

boundaries detection and qualitative comparison of results with those of 

standard databases of color images [Thakore, 2010,3].

4. Development and implementation of a novel algorithm for foreground object 

revealing by separating background for prominent boundaries detected 

color images [Thakore, 2010,4].

5. Development and implementation of novel algorithms for image retrieval, 

based on:

■ color code attributes of whole image

■ color code attributes of separated foreground 

• foreground shape correlation coefficients

■ combination of foreground color codes and shape correlation

5.1 Development and implementation of prominent boundaries & foreground 

separation based algorithm for extracting human-face and retrieving 

similar face images containing complex backgrounds.

5.2 Performance evaluation and analysis of results of above image retrieval 

algorithms at various selectable similarity-cut-offs.

6. Integration of various modules and development of Graphical User Interface 

for the CBIR system comprising of above algorithms.

1.10 Overview of the Work & Organization of the Thesis
CBIR being the most demanding and challenging need of the recent years, the 

work emphasizes on development and implementation of algorithms for achieving 

content based image retrieval. A complete GUI based CBIR system having selectable 

multimodal image retrieval with selectable cut-offs of (dis)similarity for selectable input- 

query image have been developed, implementing novel algorithms. The perspective
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of query image processing for feature extraction & image retrieval given as the block 

diagram in Figure 4 gives the overview of the work and the relationship / dependency 

of various phases of the developed CBIR system / algorithms.

Figure 4. Block diagram - Perspective of query image processing for proposed system.

Our approach is based on two streams of features - prominent boundaries 

based features and Color code based features. These features and combination of 

them have been used for image retrieval. The color codes are broadest descriptors of 

colors whereas prominent boundaries are well localized boundaries detected due to 

reliable processing of low level cues. One of the most fundamental requirements for 

better performance of CBIR is the ‘proper’ image segmentation needed for precise and
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reliable image-feature extraction. A novel approach based on detection of prominent 

boundaries for image segmentation & image feature extraction has been developed. 

The versatility and suitability of prominent boundary based image segmentation has 

been proved by testing various categories of images of various standard databases 

listed in Section 1.11. The qualitative comparison of results with human segmented 

images available at standard image database BSDB [Fowlkes, on line] [Martin, 2001] 

shows effectiveness of the method.

The second technique for image feature extraction is based on color codes - a 

technique to map a set of colors to a specific color code leading to image 

segmentation based on broad color descriptors. Though the method may sometimes 

under-segment the image, the computationally inexpensiveness and broad color 

description of regions are two great advantages of the method.

The prominent boundaries and watershed algorithm have been utilized for region 

feature extraction and foreground / background separation. The incorporation of 

Stationary Haar wavelet decomposition at various levels makes the method suitable for 

hierarchical approach. The results of the proposed method are also qualitatively 

compared with those of JSEG [Deng, on line] [Deng, 2001] for the effect of texture and 

illumination variations and suitability of the algorithms for foreground - background 

separation.

The developed algorithms extract image features like contours, edges, 

boundaries & thin boundaries, regions & region attributes, color & color distribution, 

derived features of foreground & background regions, shape of foreground region, 

color & color distribution of foreground object. The edge-features are not incorporated 

for image retrieval purpose. It may be utilized for further reduction in number of over

segmented regions - a suggested future enhancement of the work. The edge 

detection results are compared qualitatively in [Thakore, 2010, 2J with edge detection 

performance of leading DTP and image processing software packages - Adobe 

Photoshop, ACD photo-editor and MS photo-editor. The results of the proposed method 

outperform others for i) detection of significant perceptual edges ii) elimination of 

insignificant edges corresponding background and foreground textures iii) better 

preservation of continuity.
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Image retrieval methods based on (i) color codes of entire image (ii) Foreground 

color codes (ii) Foreground shape correlation (iv) Combination of foreground color 

codes and shape correlation have been developed and implemented. The image 

query responses for various images at different similarity cut-off along with precision and 

recall for various images of standard database SIMPLIcity [SIMPLIcity, on line] and ALOI 

[ALOI, on line] [Geusebroek, 2001] have been presented for aforesaid retrieval 

techniques.

The prominent boundaries and foreground detection based method for 

extracting face and face region attributes from images containing complex 

background and illumination variations have been developed. The application specific 

CBIR for retrieving similar-face-images has been implemented. The method measures 

similarity of normalized face regions based on correlation coefficients. The effectiveness 

of prominent boundaries and foreground detection techniques for face extraction has 

been shown for 115 images of standard database Caltech [Caltech, on line] [Fei-Fei, 

2004],

The algorithms are tested on vast set of images inclusive of standard image 

databases listed in Section 1.11, consisting of various categories of images. The 

implementation has been carried out on Intel® dual core T 2050, 1.6 GHz processor with 

1.5 GB of RAM using Matlab R14.

The thesis is organized as follows. Chapter 2 includes review and evaluation of 

various CBIR algorithms and CBIR systems. The relevant technical background is 

covered in the chapter 3. The chapter 4 deals with the developed novel techniques for 

edges & prominent boundaries detection. It also covers analysis and qualitative 

comparison of the results of prominent boundaries with human segmented images of 

standard database BSDB [Fowlkes, on line] [Martin, 2001]. The edge detection results 

are qualitatively compared with edge detection response of Adobe Photoshop, ACD 

photo-editor and MS photo-editor in the same chapter. The next chapter 5 covers 

prominent boundaries based novel technique for foreground object detection and 

background separation, results and qualitative comparison of them. It also includes 

qualitative comparison of results of the proposed method of segmentation / foreground 

detection with that of segmentation algorithm JSEG [Deng, on line] [Deng, 2001]. The 

chapter 6 includes the details of the image features, proposed novel method for image 

retrieval based on (i) color codes of entire image (ii) Foreground color codes (ii)
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Foreground shape correlation (iv) Combination of foreground color codes and shape 

correlation. It also covers results and performance evaluation and analysis with 

precision-recall & precision recall curves. The method and results of face extraction 

and similar-face-image retrieval are also covered in the chapter. And finally, 

conclusions & future enhancements are covered in the last chapter 7.

The Annexure 1 contains the list of the publications made so far. The Annexure 2 

describes various components of Graphical User Interface (GUI) for the developed CBIR 

application. The Annexure 3 contains typical miscellaneous results.

1.11 Image Databases
Proposed novel algorithms have been tested on various images including 

following standard image databases.

o BSDB [Fowlkes, on line] [Martin, 2001] - The Berkeley Segmentation Dataset and 

Benchmark (BSDB).

Available: httpVwww.cs.berkelev.edu/proiects/cs/vision/qroupina/seabench/

The standard data set consists of variety and vast range of images, segmented 

images and human segmented images of medium size and resolutions, 

o SIMPLIcity [SIMPLIcity, on line] [Wang, 2001]- The SIMPLIcity web site:

Available: http://wanql4.ist.psu.edu/cqi-bin/zwanq/reqionsearch show.cqi

A data set consists of images of 10 different image categories and 100 images 

per category (Table 6). Images are of small size and medium resolution.

o Amsterdam Library of Object Images (ALOI) [ALOI, on line] [Geusebroek, 2001]-

Available: http://staff.science.uva.nl/~aloi/

A collection of images of small objects with dark background. Multiple images of 

objects captured with varied and controlled illumination conditions viewing 

angle, illumination angle, and illumination color, 

o Caltech [Caltech, on line] [Fei-Fei, 2004] - Caltech 101 face dataset. Available:

http://www.vision.caltech.edu/lmaae Datasets/Caltech 101 /Caltech 101 .html

A data set consisting of 101 objects, of which 437 face images of 27 different 

people with various indoor-outdoor complex background and different 

illumination conditions. Images are of medium size and medium resolution. The 

same face images of larger size and higher resolution are available as Caltech 

frontal face images 1999.
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o PASCAL challenge 2008 image database [Everingham, on line] - Available:

http://pascallin.ecs.soton.ac.uk/challenaes/VOC/voc20Q8/workshop/index.html

A data set of image segmentation competition - consisting of various 

challenging images.

o University of Washington, Image database [University of Washington, on line]. 

Available:

http://www.cs.washinaton.edu/research/imaaedatabase/demo/sea/

A collection of images used for segmentation, 

o MedPics [MedPics, on line] - An Image Library for Medical Education, UCSD - 

School of Medicine.

Available: http://medpics.ucsd.edu/

A collection of medical images.

The images of PASCAL challenge 2008 image database [Everingham, on line], 

University of Washington, Image database [University of Washington, on line] and 

MedPics [MedPics, on line] have been used only for edge detection, prominent 

boundaries detection & foreground extraction. Rest all have been used for testing of all 

proposed algorithms.

1.12 Specifications of the Developed CBIR System
o Query

■ By example - single image

• Selectable from image database 

GUI based

o Results

• Retrieved similar images in order of decreasing similarity

• Presented in multiple windows & 16 thumbnails (images) / window

o Supported Image types

■ jpeg

■ png
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o Image Features

• Color Codes

• Histograms

• Regions & region attributes

• Foreground & background regions and region attributes'

• Shape correlation coefficients

o Image Retrieval

• Based on

• Color codes of entire image

• Foreground color codes

■ Foreground shape correlation

■ Combination of foreground color codes and shape correlation

• With selectable percentage proportion of weight of foreground 

color codes and foreground shape correlation for composite 

similarity measure.

Similar face - images containing complex background

o Selectable similarity cut-offs

The feature of the CBIR system allows user to specify the cut-off level for similarity 

measurement, helpful to specify the maximum permitted inexactness in the 

retrieved images
The GUI of the CBIR system and its description are shown in Annexure 2.

1.13 Concluding Remark
A successful endeavor of development of CBIR algorifhms and the CBIR system...
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2. CBIR Algorithms & CBIR Systems-
Review & Analysis

2.1 Introduction
The revolutionary internet and digital technologies have imposed a need to 

have a system to organize abundantly available digital images for easy categorization 

and retrieval. The need to have a versatile and general purpose content based image 

retrieval (CBIR) system for a very large image database has attracted focus of many 

researchers of information-technology-giants and leading academic institutions for 

development of CBIR techniques. These techniques encompass diversified areas viz. 

image segmentation, image feature extraction, representation, mapping of features to 

semantics, storage & indexing, image similarity-distance measurement and retrieval - 

making CBIR system development a challenging task.

The chapter addresses and analyses challenges & issues of CBIR 

techniques/systems, evolved during recent years covering various methods for 

segmentation; edge, boundary, region, color, texture & shape based feature 

extraction; object detection & identification. and image retrieval. The chapter also 

covers overview of published surveys on CBIR techniques / system. An eminent 

contributor’s point of view on CBIR, query response analysis of some existing CBIR 

systems, our observations on CBIR issues and finally our approaches for developed CBIR 

Algorithms and system are included in the chapter.

2.2 Research & Publication Trend Analysis
The publication trend for a period of 1995 - 2005 has been shown for ‘image 

retrieval' in.[Datta, 2008]. Extending the analysis up to year 2010 for ‘image retrieval' 

article indexed by Google Scholar as on 17-01-2011 shows tremendous increase in the 

research interest and hence in the number of publications post year 2005, as shown in
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Research Interest Trend (Since 1992) Based on Number 
of Publications Indexed by Google Scholar for'Image 

Retrieval', as on 17-01-2011
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Figure 5. Research Interest Trend Based on Publications Indexed by Google Scholar for Image Retrieval. Left: Since 1992. 

Right: Last 5 Years.

The biggest issue for CBIR system is to incorporate versatile techniques so as to 
process images of diversified characteristics and categories. Many techniques for 
processing of low level cues are distinguished by the characteristics of domain-images. 
The performance of these techniques is challenged by various factors like image 
resolution, intra-image illumination variations, non- homogeneity of intra-region and 
inter-region textures, multiple and occluded objects etc. The other major difficulty, 
described as semantic-gap in the literature, is a gap between inferred understanding / 
semantics by pixel domain processing using low level cues and human perceptions of 
visual cues of given image. In other words, there exists a gap between mapping of 
extracted features and human perceived semantics. The dimensionality of the difficulty 
becomes adverse because of subjectivity in the visually perceived semantics, making 
image content description a subjective phenomenon of human perception, 
characterized by human psychology, emotions, and imaginations. The image retrieval 
system comprises of multiple inter-dependent tasks performed by various phases. Inter
tuning of all these phases of the retrieval system is inevitable for over all good results. The 
diversities in the images and semantic-gaps generally enforce parameter tuning & 
threshold-value specification suiting to the requirements. For development of a real time

Figure 5, left. The publication trend for last five years has been shown in Figure 5, right 
for ‘image retrieval’ as indexed by Google Scholar as on 17-01 -2011. A slight fall in 

number of publications for year 2010 may be due to non-visit of Google-web crawler to 
publishing server till date i.e. early part of year 2011.
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CBIR system, feature processing time and query response time should be optimized. A 

better performance can be achieved if feature-dimensionality and space complexity 

of the algorithms are optimized. Specific issues, pertaining to application domains are to 

be addressed for meeting application-specific requirements. Choice of techniques, 

parameters and threshold-values are many a times application domain specific e.g. a 

set of techniques and parameters producing good results on an image database of 

natural images may not produce equally good results for medical or microbiological 

images.

2.3 Eminent Contributor’s Point of View on CBIR
The issues presented in invited plenary talk at the 19th International Conference 

on Pattern Recognition, held at Tampa, Florida during year 2008 by Theo Pavlidis - 

"Limitations of Content-based Image Retrieval" [Pavlidis, on line] are summarized 

below:

o Answer to the question to title of editorial in special issue of IEEE Proceedings 

[Hanjalic, 2008]: “The Holy Grail of Multimedia Information Retrieval: So Close 

or Yet So Far Away?” was

■ So close if published results are taken at face values

■ Yet so far away, based on

■ closer look at the published results

• the results of many test sites like GazoPa [GazoPa, on line] by 

Hitachi, TILTOMO [tiltomo, on line], ALIPR [aliper, on line] & 

many others

o The CBIR systems are designed to respond to broader queries than the 

specific.

o The methods and trainer / classifier are tested on too small number of images.

o Whether methods search for similar 2-D images or similar objects (3-D) of the 

image.

o Illumination / pose / viewpoint changes offer great challenges to simple 

feature based CBIR systems.

o The segmentation and salient point matching fail to deal pose / viewpoint 

variations of many objects.

o General similarity measures are needed for real-world CBIR.
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o Computationally close images may have different perceptual meaning and 

computationally slightly differing images may have vast perceptual 

differences.

o “Accept that practically significant results for real time general CBIR cannot be 

obtained unless there are major breakthroughs both in image analysis and in 

computer architecture.

■ As long as we do not have general segmentation methods that can 

identify objects on an image, it is unwise to pursue general CBIR.”

The current state of art and issues for automatic image annotation has also been 

presented by Theo Pavlidis [Pavlidis, on line] concluding direct human labeling is 

mandatory for proper image-tagging as automatic image tagging is very hard.

2.4 Query Response Analysis of Some of the Existing CBIR Systems

To illustrate the difficulties and complexity of CBIR, let us consider the query 

response of on-line demo of SIMPLIcity, developed at Penn State University, is available 

at http://wanq14,ist.psu.edu/cai-bin/zwang/reaionsearch show.cqi . The huge image 

database was consisting of 59895 images (as on 13-01-2011). The query of a deer image 

with ID 35600 gave no deer image in the response of displayed 32 images. Similarly, a 

horse-face, a close up image with id 35031 also resulted into query response of no horse 

image in displayed 32 images. The other on-line demo is available at 

http://amazon.ece.utexas.edu/~aasim/cires.htm having 50 image categories and 

around 30-50 images per category, developed at Computer and Vision Research 

centre, University of Texas, Austin. The image query for a wolf image named 

nat_anm_mam_wol_art_aw00001.jpg gave response with precision 3/20 (0.15). The 

enhanced version of CIRES provides browsing based on image-tags. The image 

browsing for tag provides 458 images (As on 14-01-2011) with precision 268/458 (0.58) 

which is available at http://cires.matthewrilev.com/browse/view/711 7. The precision in 

the enhanced version is better, but the result includes many images having human 

faces, perhaps due to significant weight to color in similarity matching. Given query 

response examples are only for the purpose of illustrating the challenges and difficulties 

involved in any CBIR algorithms / system and not for criticizing individual(s) or 

shortcomings of CBIR systems.
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2.5 Overview of CBIR Surveys
The paragraph summarizes the points presented in the exhaustive survey by 

Datta et al. [Datta, 2008] carried out in 2008 on image retrieval covering about 300 

theoretical and practical contributors. CBIR is cited in it as an emerging technology that 

in principal helps to organize digital pictures by their visual contents. The user 

perspective based on the clarity of user intention (browsing, surfing or searching), data 

scope (personal collection, domain specific, enterprise, archives or web) and the query 

form has been classified in the survey. The alternate view from system perspective 

involves mode of query processing & output visualization for variety of data scopes has 

been proposed along with it. The output visualization has been characterized as 

i) Relevance order e.g. Google and Yahoo image search engines iijtime order e.g. 

Google's Picasa - providing an option for organizing personal collection of images in 

time order iii) clustered iv) hierarchical and v) composite. Different image similarity 

comparison measures viz. Euclidian distance, weighted Euclidian, Hausdorff, Mallow, 

Integrated Region Matching - IRM [Li, 2000] and K -L divergence have been tabulated 

in the survey.

A. W. Smeulders et al. [Smeulders, 2000] reviewed 200 references in CBIR in year 

2000 covering patterns of use, types of pictures, the role of semantics, the sensory gap, 

color, texture, local geometrical features, accumulative and global features, object 

and shape features, types and means of feedback and other related issues.

More than 100 articles have been reviewed in a survey on content based multi- 

media information retrieval by Lew et al. [Lew, 2006] in year 2006. The survey includes 

review of various face detection techniques for concept detection in simple and 

complex background. Some of the observations presented in the survey [Lew, 2006] 

are:
o “One of the most important challenges and perhaps the most difficult 

problem in semantic understanding of media is visual concept detection in 

the presence of complex backgrounds

o “Another limiting case is where researchers have examined the problem of 

detecting visual concepts in laboratory conditions where the background is 

simple and therefore can be easily segmented."

M'uller et al. presented analysis on performance evaluation in CBIR and 

proposed few new measures in [M“ul, 2001]. They have summarized performance
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measures like Precision, Recall, Precision - Recall curves, Precision - Number of 

Retrievals, Recall - Number of Retrievals, measures specified by TREC (Text REtrieval 

Conference, co-sponsored by NIST, US) and variational performance measures used by 

different research-contributors. They have proposed performance evaluation measures 

similar to those specified by TREC are summarized below:

o Ranki - Rank at which first relevant image is retrieved 

o Ranki - Normalized average rank of relevant images 

o PR curves

o P (20), P (50) and P (Ng) - Precision after 20, 50 and Ng relevant images are 

retrieved, where Ng represents total number of relevant images, 

o RP (0.5) - recall when precision falls below 0.5 

o R{100) — Recall after 100 images are retrieved

A comprehensive survey of methods for Colour Image Indexing and Retrieval in 

Image Databases has been presented by Schettini et ai. [Schettini, 2001] covering 

various color discretization methods, color indexing, issues of histogram comparisons 

due to color shifts, color spatial indices, illuminant invariant color image indexing 

techniques and related issues along with methods combining other features with color 

feature.

2.6 CBIR and Related Techniques
Various techniques for extraction and representation of image features like 

histograms - local (corresponding to regions or sub-image ) or global , color layouts, 

gradients, edges, contours, boundaries & regions, textures and shapes have been 

reported in the literature.

Histogram is one of the simplest and computationally inexpensive image 

features. Despite being invariant to translation and rotation about viewing axis, lack of 

inclusion of spatial information is its major draw back. Many totally dissimilar images may 

have similar histograms as spatial information of pixels is not reflected in the histograms. 

Consequently, many histogram refinement techniques have been reported in the 

literature. The simplest form of histogram is having fixed number of bins. A bin 

corresponds to a fixed range of intensity values. The range of intensity values defines the 

width of a bin. Generally, all bins are of equal width. The intensify (color) changes in the 

same image may shift the bin-membership of pixels altering the intensity distribution.
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The nature and amount of change in distribution depends on number of bins and value 

of change of intensity. The increase in bin-width will reduce the effect of changes in the 

distribution due to intensity (color) changes. Increase in bin-width results into loss of intra

range distribution information for a larger range. Hence, deciding the bin-width plays 

important role in the similarity measure methods. Given fixed width of bins may not be 

suitable to all categories of images. The cumulative histogram gives the cumulative 

distribution of the intensity values.

The multi-resolution histogram and its use for recognition for image and video 

retrieval have been proposed in [Hadjidemetriou, 2004]. As defined in it, the multi

resolution histogram is the set of intensity histograms of an image, at multiple image 

resolutions. Like plain histograms, multi-resolution histograms are fast to compute, space 

efficient, invariant to rigid motions, and robust to noise. In addition, spatial information is 

directly encoded with multi-resolution histograms. A novel matching algorithm based on 

the multi-resolution histogram that uses the differences between histograms of 

consecutive image has been proposed in it [Hadjidemetriou, 2004] along with the 

effect of shape parameters on the multi-resolution histograms.

Histogram intersection based method for comparing model and image 

histograms was proposed in [Swain, 1991] for object identification. Histogram refinement 

based on color coherence vectors was proposed in [Pass, 1996]. The technique 

considers spatial information and classifies pixels of histogram buckets as coherent if 

they belong to a small region and incoherent otherwise. Though being computationally 

expensive, the technique improves performance of histogram based matching. Color 

correlogram feature for images was proposed in [Huang, 1997] which takes into 

account local color spatial correlation as well as global distribution of this spatial 

correlation. The correlogram gives the change of spatial correlation of pairs of colors 

with distance and hence performs well over classical histogram based techniques. A 

modified histogram based technique to incorporate spatial layout information of each 

color with annular, angular and hybrid histograms has been proposed in [Rao, 1999]. In 

[Strieker, 1995], cumulative histogram and respective distances for image similarity 

measures, overcoming quantization problem of the histogram bins was proposed. The 

representation of color distribution features for each color channel based on average, 

variance and skewness, described as moments, for image similarity was also presented.
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Various segmentation techniques based on edge detection, contour detection 

and region formation have been reported in the literature. These techniques, in general, 

process low level cues for deriving image features by following bottom-up approach. 

Automatic image segmentation is a very crucial phase as the overall performance of 

retrieval results significantly depends on the precision of the segmentation. The most 

difficult task for any automatic image segmentation algorithm is to avoid under and 

over segmentation of images, possessing diversified characteristics. Hence, for required 

scale of segmentation, parameter tuning or threshold adjustment becomes 

unavoidable for versatile image segmentation algorithms.

Directional changes in color and texture have been identified in [Ma, 2000], 

using predictive color model to detect boundaries by iteratively propagating edge 

flow. This iterative method is computationally expensive because of processing of low 

level cues at all pixels for given scale.

A novel hierarchical classification frame work based approach for boundary 

extraction with Ulrtametric Contour Maps UCM - representing geometric structure of an 

image has been proposed in [Arbel'aez, 2006]. A generic grouping algorithm based on 

Oriented Watershed Transform and UCM [Arbel'aez, 2006] has been proposed in 

[Arbel'aez, 2009] to form a hierarchical region tree, finally leading to segmentation. The 

method enforces bounding contour closures, avoiding leaks - a root cause of under 

segmentation. Exhaustive precision-recall evaluation of OWT-UCM technique for 

different scales also has been presented. The precise low level processing is very crucial 

for feature extraction. J. Malik at el. emphasis on perfect boundary detection leading to 

segmentation and / or object shape description. Local and global cue based contour 

and junction detection has been proposed in [Maire, 2008].

Image segmentation has been treated as a graph partitioning problem using 

Normalized cuts in [Shi, 2000]. Two powerful segmentation strategies-mean shift 

clustering and normalized cuts based accurate and rapid object initialization scheme- 
weighted mean shift normalized cuts for geodesic active contour model for 

segmentation of Histopathology images have been presented in [Xu, 2010].

Region based image retrieval, incorporating graphs, multiple low level labels and 

their propagation, multilevel semantic representation and support vector machine has 

been proposed by Li et al., implying effectiveness of the method by showing various 

precision measures only. The recall measure analysis for the incorporated large image

22



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

database of Corel consisting of 10000 images would have been helpful throwing lights 

on effect of various types of feedbacks on region matching. It should be noted that the 

paper [Li, 2008] uses JSEG [Deng, on line] [Deng, 2001] algorithm for image 

segmentation.

The brightness and texture gradient based probability of boundary [Martin, 2004] 

has been used to generate edge-map, which is scale-invariant representation of image 

from the bottom up, using a piecewise linear approximation of contours and 

constrained Delaunay triangulation for completing gaps. The curvilinear grouping on 

top of this graphical/geometric structure using a conditional random field to capture 

the statistics of continuity and different junction types has been proposed in [Ren, 2008] 

for contour completion in natural images. A new concept of Boolean derivatives as a 

fusion of partial derivatives of Boolean function for edge detection algorithms for binary 

and gray scale image has been presented and results have been compared with 

traditional edge detection algorithms in [Agaian, 2010]. Color gradient detection based 

technique for automatic image segmentation has been proposed in [Ugarriza, 2009]. A 

method for unsupervised determination of hysteresis thresholds for edge detection by 

combining advantages and disadvantages of thresholding methods by finding best 

edge map, a subset and an overset of the unknown edge point set has been proposed 

in [Medina-Carnicer, 2010]. Combined top-down and bottom-up approach for image 

segmentation has been proposed in [Borenstein, 2008]. Top-down & bottom-up cue 

based probabilistic method for image segmentation overcoming the limitations of 

traditional conditional random field (CRF) based approach has been proposed in 

[Pawan Kumar, 2010]. YCbCr color model based automatic seeded region growing 

algorithm for image segmentation has been proposed in [Shih, 2005].

YCbCr color space based face detection algorithm for varying lightning 

conditions and complex background has been proposed in [Hsu, 2002] that 

incorporates light compensation technique and non-linear color transform. Major face 

detection techniques have been also listed in [Hsu, 2002]. Analysis and comparison of 

color representation, color quantization and classification algorithms for skin 

segmentation have been reported in [Phung, 2005]. Exhaustive survey of face detection 

issues and techniques has been found in [Yang, 2002]. The foreground objects revealing 

by separating background in the images of standard data set has been proposed in 
[Thakore, 2010,4J.
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Various techniques based on generalized Hough transform and Fourier 

descriptors have been reported in the literature for shape and object boundary 

detection. A review of methods for shape comparison has been reported in [Veltkamp, 

2000]. Active contour model - snake has been used in [Kass, 1988] for interactive 

interpretation, where user-imposed constraint forces guide the snake to feature of 

interest. Many variations based on active contour methods- have been found in 

literature. The boundary detection precision of active contour based methods is 

generally sensitive to seed-points or seed-contours; if not provided properly, snakes may 

not converge to true object boundaries. L* u* v* color space recursive mean shift 

procedure based analysis of multimodal feature space and delineation of arbitrarily 

shaped cluster can be found in [Comaniciu, 2002]. Scale invariant local shape features 

with chains of k-connected roughly straight family of contour segments has been used 

for object class detection in [Ferrari, 2008].

The boundary structures and global shape feature based approach for 

segmentation and object detection has been proposed in [Toshev, 2010]. Image 

segmentation and object detection using iterated Graph Cuts, based on local texture 

features of wavelet coefficient has been reported in [Fukuda, 2008]. The application of 

watershed algorithm for contour detection leading to segmentation was proposed in 

[Beucher, 1979],

Many relevance feed back techniques have been proposed in literature to 

bridge the semantic gap by specifying positive and negative feed backs given by the 

user for refinement of results. A relevance feedback based interactive image retrieval 

approach to address issues of semantics-gap and subjectivity of human perception of 

visual contents was introduced in [Rui, 1998], which showed significant improvement in 

the results. In [Tao, 2008], orthogonal complement component based relevance feed 

back technique is proposed that does not treat positive and negative feed backs 

equivalently, as the former share homogenous concepts whereas latter do not. 
Generalized Bayesian learning framework with target query and a user conception 

based user-model has been proposed in [Hsu, 2005], where target distribution, target 

query and matching criteria have been updated at every feed back step.

A fuzzy approach based CBIR, named FIRST - Fuzzy Image Retrieval SysTem, has 

been proposed in [Krishnapuram, 2004] to handle the vagueness in the user queries and 

inherent uncertainty in image representation, similarity measure and relevance
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feedback incorporating fuzzy attributed relational graph comparisons for similarity 

measures. Contour and texture cues have been exploited simultaneously in . [Malik, 

2001] using intervening contour frame work and textons for image segmentation with 

spectral graph theoretic framework of normalized cuts. As stated in [Malik, 2001] 

contour based image segmentation approaches have edge detection as the first 

stage followed by edge linking stage to exploit curvilinear continuity. Perceptual 

grouping of block based visual patterns using modified Hough transform for object 

search technique in heterogeneous cluster-oriented CBIR with load balancing 

implementation has been reported in [Cheng, 2007]. Two new texture features - Block 

difference of inverse probabilities (BDIP), measuring local brightness variations & block 

variation of local correlation coefficients (BVLC), and measuring local texture 

smoothness have been used in [Chun, 2003] and the combination of BDIP and BVLC 

moments for image retrieval improves performance compared to wavelet moments. 

Evolutionary group algorithm to optimize the quantization thresholds of the wavelet- 

correlogram has been reported in [Saadatmand-Tarzjan, 2007].

A color image edge detection algorithm was proposed in [Dutta, 2009], taking 

up average maximum color difference value was used to predict the optimum 

threshold value for a color image and thinning technique was applied to extract proper 

edges producing comparable results with other edge detection algorithms. The 

presented method results [Dutta, 2009] were of images containing color patches with 

no or minimum textures. The performance of the algorithm could have been tested for 

textured and natural images.

Prasad et al. [Prasad, 2004] proposed image retrieval using integrated color- 

shape-location index has been proposed based on grouping RGB color space into 25 

perceptual color categories, dominant region eccentricity for 8 shape categories and 

grid cell of image for location identification and indexing with performance measure on 

database consisting of various national flags and vegetables-fruits images.

The use of CIELab color space based color descriptors for CBIR and comparisons 

for different quantization methods, histograms calculated using color-only and/or 

spatial-color information with different similarity measures have been presented in 

[Gavrielides, 2006] covering retrieval results for images with different transformations like 

scaling, rotation, cropping, jpeg compression with different quality factors, blurring, 

illumination changes, contrast adjustments and various adaptive noise attacks.
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Morphology-based approaches for CBIR by making use of granulometries 

independently computed for each sub-quantized color and employing the principle of 

multi-resolution histograms for describing color, using respectively morphological 

leveling and watersheds has been proposed in [Aptoula, 2009] for LSH color space.

The relevance feed back based biased discriminative Euclidean embedding 

(BDEE) was proposed in [Bian, 2010] which parameterizes samples in the original high

dimensional ambient space to discover the intrinsic coordinate of image low-level visual 

features showing precise modeling of both - the intra-class geometry and interclass 

discrimination evaluated on Corel image database presenting query response 

examples.

Comparison of the mean average precision of three content based image 

retrieval methodologies have been presented in [Vasconcelos, 2007], indicating 

improvements in the performance over last few years. Performance comparison of 

query by visual example and query by semantic example has been reported in 

[Vasconcelos, 2007], demonstrating superior performance of the latter. As reported, the 

content based image retrieval methodologies have evolved from modeling visual 

appearance, to learning semantic models and finally to making inferences using 

semantic spaces. Performance comparison of minimum probability of error retrieval 

frame work based query by visual example and query by semantic example has been 

reported in [Rasiwasia, 2007], concluding semantic representations of images have an 

intrinsic benefit for image retrieval. Elaborative study of query by semantic example 

addressing structure of semantic space and effect of low level visual features & high 

level semantic features on over all performance of CBIR system has been reported in 

[Rasiwasia, 2008].

Paitakes et al. [Pratikakis, 2006] proposed a novel unsupervised method for 

image retrieval based on hierarchical watershed algorithm applied on L a* b* color or 

texture feature space for achieving meaningful segmentation & automatic meaningful 

region extraction leading to construction of region adjacency graph - RAG 

incorporating scale based weights in the multi-scale hierarchical frame work for Earth 

mover's distance (EMD) computation as region-similarity-comparison. The 

segmentation results produced with their proposed method have been compared with 

those of JSEG [Deng, on line] [Deng, 2001], E-M algorithm (Blobworld) [Carson, 2002] 

and graph-based segmentation [Felzenszwaib, 2004]. The image retrieval results have
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been compared with the regions generated with their proposed method, JSEG [Deng, 

on tine] [Deng, 2001], E-M algorithm (Blobworld) [Carson, 2002], and graph-based 

segmentation [Felzenszwalb, 2004] for segmentation by applying their method of region 

similarity. The mean precision-recall have been measured in [Pratikakis, 2006] for 10 

queries per image-class of image database consisting of total 1000 images of 10 

different classes with 100 images per class, which reads (approximate values) for all 

categories of images, highest mean precision of 0.7 at mean recall of 0.07 and highest 

mean recall of 0.425 with precision of 0.41. Further, P - R curves corresponding to all 

image categories indicate that it is not possible to retrieve images with precision as 1 at 

any cost of recall, i.e. for no case, only relevant images (may be very few in number) 

gets retrieved. As no examples of query responses have been presented in [Pratikakis, 

2006], analysis and inference about ordering and ranking of the retrieved resultant 

images cannot be carried out.

The slope magnitude method along with Sobel, Prewitt, Robert and Canny 

gradient operators have been used for forming shape image on which block truncation 

coding (BTC) is applied in [Kekre, 2010, 1] for performing image retrieval on 1000 images 

of 11 different classes of SIMPLIcity image database [Wang, 2001] [SIMPLIcity, on line]. 

The performance analysis of 55 queries in a form of precision & recall plotted for number 

of images retrieved with different combination of methods. Simple morphological edge 

detection, top-hat morphological edge detection, bottom-hat morphological edge 

detection methods are combined with BTC for image retrieval in [Kekre, 2010, 2]. The 

precision is not exceeding 0.8 even for 2 retrieved images. The maximum recall 

obtained in all seven methods proposed is about 0.35 for 100 retrieved images (relevant 
+ irrelevant) with maximum precision of about 0.35. Here also in both publications 

[Kekre, 2010, 1] & [Kekre, 2010, 2], no examples of results of query response has been 

presented to enable analysis of results for order and ranking of retrieved images.

Basak et al. [Basak, 2006] presented Multiple Exemplar-Based. Facial Image 

Retrieval Using Independent Component Analysis as a specific CBIR application for 

three different image databases, of which one is Caltech [Caltech, on line] [Fei-Fei, 

2004] for which, as can be seen from the illustrative query response examples, non-face 

portion of the image constituting background have been cropped. It is to be noted 

that our proposed method for simiiar-face-image retrieval uses Caltech images, where 

the complex-background, which contributes to major portion of the image has been
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excluded based on prominent boundaries and foreground detection based techniques 

to extract the face region before comparing them for similarity measures.

2.7 CBIR Systems

A brief summary of some of the CBIR systems has been presented in this section. 

QBIC - Query By Image Content system, developed by IBM, makes visual content 

similarity comparisons of images based on properties such as color percentages, color 

layout, and textures occurring in the images. The query can either be example images, 

user-constructed sketches and drawings or selected color and texture patterns [QBIC, 

on line] [Fliekner, 1995]. The IBM developed QBIC technology based Ultimedia Manager 

Product for retrieval of visually similar images [Barber, 1994]. Virage [Virage, on line] and 

Excalibur are other developers of commercial CBIR systems.

VisualSEEk - a joint spatial-feature image search engine developed at Columbia 

university performs image similarity comparison by matching salient color regions for 

their colors, sizes and absolute & relative spatial locations [Smith, 1996] [VisualSEEk, on 

line]. Photobook developed at Media Laboratory, Massachusetts Institute of Technology 

- MIT for image retrieval based on image contents where in color, shape and texture 

features are matched for Euclidean, mahalanobis, divergence, vector space angle, 

histogram, Fourier peak, and wavelet tree distances. The incorporation of interactive 

learning agent, named FourEyes for selecting & combining feature-based models has 

been a unique feature of Photobook [Photobook, on line]. MARS - Multimedia Analysis 

and Retrieval Systems [MARS, on line] and FIRE- Flexible Image Retrieval Engine [Fire, on 

line] incorporate relevance feed back from the user for subsequent result refinements. 

Similar images are retrieved based on color features, Gabor filter bank based texture 

features, Fourier descriptor based shape features and spatial location information of 

segmented image regions in NeTra [Ma, 1997]. For efficient indexing, color features of 

image regions has been represented as subsets of color code book containing total of 

256 colors. The frame work proposed in [Ma, 2000] has been incorporated for image 

segmentation in NeTra. PicSOM (Picture & Self-organizing Map] was implemented using 

tree structured SOM, where SOM was used for image similarity scoring method 

[Laaksonen, 1999]. Visual content descriptors of MPEG-7 (Moving Pictures Expert Group 

Multimedia Content Description Interface) were used in PicSOM [Laaksonen, 1999] for 

CBIR techniques and performance comparison with Vector Quantization based system
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was proposed in [Laaksonen, 2002]. Incorporation of relevance feedback in it caused 

improvements in the precision of results of PicSOM. SIMPLicity - Semantics-sensitive 

integrated Matching for Picture Libraries incorporates integrated region matching 

methodology for overcoming issues related to improper image segmentation. The 

segmented images are represented as sets of regions. These regions, roughly 

corresponding to objects are characterized by their colors, shapes, textures and 

locations. The image search is narrowed-down by applying image-semantic-sensitive 

categorization for better retrieval performance [Wang, 2001]. The online demo of 

SIMPLicity is available at [SIMPLicity, on line].

A comparative survey of various 42 CBIR systems developed by year 2001 has 

been reported in [Veltkamp, on line]. The survey compares those systems for mode of 

querying, features & method of similarity comparisons and indexing techniques. The 

sample query responses along with URL for demo have been provided (Though very few 

demo URL pages are accessible as on date, the survey is worth noting for its contents & 

the query response examples).

Many technology-giants now have research focus on multimedia / video 

retrieval techniques. The multimedia information retrieval issues and recent research 

publications covered in the IEEE special issue on Advances in Multimedia Information 

Retrieval (April 2008) have been summarized in the editorial articie [Hanjalic, 2008]. 

Similarly, the editorial article of special issue on Recent Advances in Image and Video 

Retrieval, in proceedings of I EE, 2005, summarizes the papers of the issue [O’connor, 

2006].

The video-frame based image analysis as the application for video abstraction / 

video summary has been overviewed in [Li, 2001] along with list of major players in the 

field.

2.8 Our Observations
The observations learnt and derived for CBIR are as under.

o ‘Proper' segmentation is a mandatory requirement for feature extraction.

• The word ‘Proper’ is subjective and depends on image characteristics and 

categories of images. Improper segmentation leads to under

segmentation / over-segmentation of the image under consideration.
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Minimization of over segmentation sometimes leads to under 

segmentation.

• Inter-region and intra-region texture & illumination variations are root 

causes of over-segmentation.

• • The segmentation algorithm should not be very sensitive to such variations.

■ The automatic, non-parametric generic segmentation algorithm should

be multi-scale / hierarchical to accommodate image characteristic 

variations.

• The performance of region matching algorithms greatly depends on the 

quality of segmentation.

o Region matching based techniques are characterized by

• Image comparisons by parts - may not be suitable to some categories of 

images.

• Finding best matched region by performing one to many region-attribute 

comparison faces the challenges of resolving clash to determine best 

matched region and accommodating color / illumination / shape / 
spatiai location changes in the region.

o Proper identification of regions constituting object (s) is the second most 

important requirement. The process of region-identification may be 

characterized by region merging / region separating / region propagating / 

region eliminating operations.

o The user interaction (intervention) in a form of relevance feed-back generally 

.improves the performance by accommodating variations in images and by 

overcoming limitations of algorithms.

o Stringent image-feature descriptors or strict similarity constraints end up into 

poor recall with higher precision, assuming other conditions favorable and 

constant. Broad image-feature descriptors or relaxed similarity measures 

improve recall by sacrificing precision. (Examples of broad image-descriptors 

are - histograms, color quantization based features, concept descriptors etc. 

A Gabor filter applied at various orientations for texture description is an 

example of stringent image feature.)

o Recall improves if a technique is capable of taking care of variations in color 

/ illumination / poses / shapes in similar images.
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o Precision improves if a technique is precise in feature extraction and similarity 

measures.
o One of the objectives for a design / implementation of a good CBIR system 

would be ‘To retain maximum precision for higher recall in a large image 

database consisting of variety of images’.

o And, exhaustive testing of methods on variety of image categories is 

necessary for proving applicability and suitability.

2.9 Our Approaches
The theme of our approaches is “Relaxed feature description for better Recall 

and simultaneous emphasizing of reliable processing of cues leading to precise feature 

extraction for better Precision".

Our approaches follow two streams of techniques. The first one is based on 

broad color feature descriptors called color codes, which is a simple and 

computationally efficient technique, suitable for image comparison on a broader scale, 

on the basis of color comparison without considering shapes. The approach is suitable 

for finding near-similar images having nearly similar color distributions. The second 

approach emphasizes reliable processing of low level cues for precise and well 

localized prominent boundaries detection eventually leading to foreground extraction. 

The extracted foreground is compared on basis of shape - correlation and foreground 

color codes. The composite approach consisting of foreground shape and foreground 

color codes provides selectable proportion of weights in composite similarity measures 

enables users to match the need based on category of query image. The exclusion of 

background and corresponding features enables object based search for image 

retrieval. The foreground detection based face extraction method for similar-face- 

image retrieval from the image containing complex-background has been presented 

as an application-specific CBIR, illustrating effectiveness of various proposed algorithms.

Our approaches address some of the issues observed by Theo Pavlidis, described 

in Section 2.3:

o The proposed segmentation method yields good results for wide categories of 

images enabling foreground (objects) extraction by separating background 

and facilitating foreground comparison instead of comparison of whole
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images. (Addressing of segmentation and object based search issues cited in

Section 2.3)

o The foreground extraction method meets the challenges offered by 

Illumination / pose / viewpoint changes.

o The other approach enables whole image comparison for image retrieval 

based on broad image-feature descriptors (Color Codes) giving user a 

selection for foreground or whole image based searches depending upon 

user's intentions.

Additional characteristics of the approaches are,

o Broader color descriptors - color codes are less sensitive to illumination and 

color variations up to certain extent, a very helpful characteristic to improve 

recall.

o The reliable processing yielding precise prominent boundaries & foreground 

shape combined with broader color descriptors of foreground form a good 

proposition for object based image retrieval intended for improvements in 

precision and recall respectively.

o Encouraging results for exhaustive testing of methods on various images.

2.10 Discussion

The road map of development of CBIR techniques began with simple primitive 

features based indexing methodologies that later got enhanced with combinational 

features. Two major issues, semantic-gap and subjectivity of semantics are addressed 

by the state of the art techniques. Many state of the art techniques incorporate 

iterative relevance feed back from user for refinement of results. Semantic gap bridging 

approaches based on fuzzy, evolutionary and neural network have also been reported. 

Hierarchical approaches for feature extraction and representations achieve 

hierarchical abstraction; help matching semantics of visual perception of human 

beings. Several modern techniques focus on improvements on processing of low level 

cues so as to precisely extract features. Many state of the art techniques suggest that 

semantic domain based image retrieval systems, comparing meaningful concepts 

improve quality of retrieved image set. Effective learning and inferring of meaningful 

concepts may get proved critical for such systems.
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The proposed combination of reliable processing leading to precise feature 

extraction and broader color descriptors applied to foreground shape leads to 

encouraging results for foreground based image retrieval for better precision and recall 

measures. The results of proposed independent approaches, based on - whole image 

color codes, foreground shape and foreground color codes have shown applicability 

and suitability of the methods for image retrieval. Various proposed methods put 

together for development of application specific CBIR - similar-face-image retrieval for 

images containing complex background, produces results endorsing the effectiveness 

of methods.

2.11 Concluding Remark

The state of the art image retrieval techniques have a vast scope of under-going 

significant technical evolution...
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3. Technical Background

3.1 introduction
The chapter briefly covers wavelets, continuous wavelet transform, discrete 

wavelet transform and stationary wavelet transform. It also includes image retrieval 

performance measures - Precision and Recall along with Precision-Recall curves 

presented as performance evaluation measures of various algorithms. The watershed 

region related issues are covered lastly in the chapter. The prominent boundaries 

detection and prominent boundaries detection based algorithms incorporates 

stationary Haar wavelet decompositions at different levels. The watershed transforms 

and prominent boundary has been utilized in foreground revealing method.

3.2 Signal Analysis
Fourier transform is a time domain to frequency domain transformation that 

represents a signal under consideration into harmonics of sinusoidal having different 

frequencies, amplitudes and phases. As the signal is being transformed into frequency 

domain, the powerful transformation has a serious drawback of not retaining time 

information. Hence, time localization of an instance of an event cannot be detected 

and analyzed with Fourier transform. To overcome this shortcoming, Gabor proposed 

Short-time Fourier analysis using windowing a signal under consideration. The windowed 

signal is analyzed using Fourier analysis giving frequency domain representation of a 

windowed signal by retaining time information. The accuracy of detection of the 

instance of an event depends on the size of the selected window and the frequency 

content of the signal. For all practical non-stationary signals, a fixed sized window is not 

suitable and adaptively adjusting the window size is difficult. Hence, short-time Fourier 

analysis is not suitable for many applications.

The solution to the question of detecting time-instance of an event is Wavelet 

analysis. As the name suggests. Wavelets are small time limited waves having zero 

average value. Different types of available wavelets are shown in Table 1 and mother
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wavelets and corresponding scaling functions in Figure 6. These wavelets are the basis 

function for wavelet analysis. The wavelet analysis represents signal with scaled and 

shifted versions of mother wavelets.

3.2.1 Types of Mother Wavelets

Different wavelet families and corresponding mother wavelets are tabulated 
below. ** following wavelets in the last column of the table indicate a wavelet being a 
part of an infinite family of wavelets.

Table 1. Types of Wavelets.

Sr.
No

Mother
wavelet
family
names

Abbreviations Wavelets

1 Haar haar

2 Daubechies db dbl db2 db3 db4 db5 db6 db7db8 
db9 dblO db**

3 Symlets sym
sym2 sym3 sym4 sym5 sym6 sym7 sym8 
sym**

4 Coiflets coif coifl coif2 coif3 coif4. coif5

5 BiorSplines bior
biorl. 1 biorl .3 biorl .5 bior2.2 bior2.4 bior2.6 
bior2.8 bior3.1 bior3.3 bior3.5 bior3.7 bior3.9 
bior4.4 bior5.5 bior6.8

6 ReverseBior rbio
rbiol .1 rbiol .3 rbio! .5 rbio2.2 rbio2.4 rbio2.6 
rbio2.8 rbio3.1 rbio3.3 rbio3.5 rbio3.7 rbio3.9 
rbio4.4 rbio5.5 rbio6.8

7 Meyer meyr
8 DMeyer dmey

9 Gaussian gaus
gausl gaus2 gaus3 gaus4 gaus5gaus6 gaus7 
gaus8 gaus**

10 Mexican„hat mexh
11 Morlet morl

12 Complex
Gaussian gaus

cgaul cgau2cgau3cgau4 cgau5 cgau**

13 Shannon shan shanl-1.5 shanl-1 shanl-0.5 shanl-
0.1 shan2-3 shan**

14 Frequency
B-Spline fbsp fbspl-1-1.5 fbspl-1-1 fbsp 1-1-0.5 fbsp2-l-l 

fbsp2-1-0.5 fbsp2-1-0.1 fbsp**

15 Complex
Morlet cmor

cmorl-1.5 cmorl-1 cmorl-0.5 cmorl-0.1 
cmor**

3.2.2 Example - Mother Wavelets & Scaling Functions

The mother wavelets and corresponding scaling functions are plotted with the 

help of Matlab functions and shown below in Figure 6.
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Figure 6. Mother Wavelets and Corresponding Scaling Functions.
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Figure 6 (Contd). Mother Wavelets and Corresponding Scaling Functions.

The Haar mother wavelet function ijj(x), also known as dbl mother wavelet, can 

be described as

tp(x) = 1, if x e [0, l/2[,

ip(x) = -1, if x e [1/2, 1[, (3.1)

ifj(x) = 0, otherwise. 

and its scaling function cp(x) can be given as

cpfxj - 1, if x e [0,1 [, (3.2)

cp(x) = 0, otherwise.
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Haar mother wavelet is the simplest and the first wavelet. The step like wavelet and 

simple scaling functions are shown in Figure 6 (a).

3.2.3 Continuous Wavelet Transform

Continuous Wavelet transform (CWT) is defined as

C (a, b) = 0(t) ¥( a, b, t) dt (3.3)

Where,

C is the wavelet coefficients characterized by scale a, and shift b.

0 (t) is a function, whose wavelet transform is sought.

Y (a, b, t) is a mother wavelet that is scaled and shifted for coefficient 

computation.

Thus wavelet coefficient at given scale and shift is computed by multiplying 0 (t) with 

scaled and shifted version of mother wavelets and summing up the results in other 

words, 0 (t) is convolved with scaled and shifted version of Yfa, b, t) for a given scale a 

and shift b. Figure 7 [Ha, on line] shows scale and shift operations on mother wavelet.

The scale and shifts are continuous in the CWT resulting into production of a large 

number of wavelet coefficients. These computations are not only computationally- 

expensive, but also more than enough for majority of practical applications.

*®p : I
scale y(t)

1 l

1---------—
¥(2t)

1
¥(2t-l)

1-------------------------- '

¥(4t
1------------

1

¥(4t-l)
.

¥(4t-2)
1

¥(4t-3)

Figure 7. Shift and Scale Operation on Mother Wavelet [Ha, on line].
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3.2.4 Discrete Wavelet Transform (DWT) & Stationary Wavelet Transform (SWT)

The Discrete Wavelet transform selects scale and shifts based on power of 2 to 

have faster and accurate enough transform with reduced number of wavelet 

coefficients. Figure 8 illustrates DWT operation. The classical Discrete Wavelet Transform 

(DWT) at each level convolves the signal with low and high pass fitters and then 

performs decimination operation to generally discard odd coefficients and preserve 

even ones. The DWT decomposes sampled signal into approximate and detailed 

components. The filter pair is designed corresponding to the mother wavelet under 

consideration. These coefficients are down sampled by a factor of 2 by generally 

discarding every odd coefficient. This process is known as decimination operation. The 

approximate and detail coefficients have half the length totaling same number of 

coefficients as original number of samples. The approximate coefficients are low 

frequency components whereas detail coefficients are high pass counter parts. The 

mathematical model for computation and interpretation of multi-resolution signal 

decomposition as wavelet representation and the extension of orthogonal wavelet 

representation for images was proposed in [Mallat, 1989].

Figure 8. Block diagram for DWT.
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The approximate coefficients can be further decomposed into approximate 

and detailed coefficients of next level, producing multi-level DWT as shown in Figure 9. 

The resultant tree known as wavelet decomposition tree that is useful for hierarchical 

analysis. The wavelet synthesis reconstructs the signal using wavelet coefficients, up- 

sampling and complementary filters.

Figure 9. Wavelet - Multi-level Decomposition.

Maximum number of levels in DWT and SWT for given sequence of length N is 

J = log2 (N) as given in [Nason, 1995].

The coefficients for DWT, as denoted in [Nason, 1995],

d = Do H d+' and d = DoGd+' for j = J -1, J -2.... 0 (3.4)

Where,

cJ is initialized with original sequence data.

Do is a binary decimination operator, keeping even indexed coefficients in the 

sequence.
H is a low pass filter producing approximate (smooth) coefficients d.

G is a high pass filter producing detailed coefficients d).

Decimination operation of DWT given in (3.4) causes length reduction of vectors c and 

d by a factor of 2 at every level which makes DWT unsuitable for the proposed method. 

The length reduction in the vectors introduces difficulties to exactly map the boundaries 

on to the image. So, the method incorporates SWT where there is no decimination
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operation involved for coefficient computations resulting into same length vectors of 

coefficients at all levels.
The coefficients for SWT, as denoted in [Nason, 1995],
ai-i = H iJ- u ai and = G aifor j = J,J-1,...,1. (3.5)

Where,
aJ is initialized with original sequence data.
H iJ- i Ms a low pass filter used at level j for producing approximate (smooth)
coefficients ai.
G iJ-u is a high pass filter used at level j for producing detailed coefficients bi.

The H and G are required to be modified at every level so as to have length N for 
approximate and detailed coefficients, same as the length of original data.

Figure 10. Decomposition with Discrete Haar Wavelet and Discrete Stationary Haar Wavelet, (a) Original Image, (b) DWT - 

Haar decomposition at level 1, from left to right - Approximate, Horizontal, Vertical and Diagonal coefficients (c) SWT -Haar 

decomposition at level 1, from left to right Approximate, Horizontal, Vertical and Diagonal coefficients

The qualitative comparison of results of SWT and DWT decompositions with Haar 
mother wavelet at level 1 are shown in Figure TO. The decimination operation of DWT 
halves the size of the coefficients discarding half of the information. The effect of
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discarding/the. coefficients can be compared with corresponding coefficients achieved 

with SWT. The prominent boundary detection technique makes use of SWT with Haar. 

The performance comparison of other type of mother wavelet in prominent boundaries 

detection can be a future enhancement of the work.

3.3 CBIR Performance Measures
The precision, recall and F-measure are used to measure performance of CBIR 

algorithms / systems.

3.3.1 Precision

It is a measure of exactness (accuracy) in the retrieved results indicating how 

many retrieved images are relevant, given by a ratio of no. of retrieved relevant images 

over total no. of retrieved images. The maximum valve 1 indicates all retrieved images 

are relevant.

rr
P =----------------- (3.6)

total .

Where,

rr - No. of retrieved relevant images 

total - Total no. of retrieved images

3.3.2 Recall

It is a measure of comprehensiveness of correctly retrieved images indicating 

how many relevant images are retrieved, given by a ratio of retrieved relevant images 

over total relevant images in the data base. The maximum valve 1 indicates all relevant 

images in the database have been retrieved.

rr
r =----------------- (3.7)

Total

Where,

rr - No. of retrieved relevant images

Total - Total no. of relevant images in the database
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1 1.2

Figure 11. Ideal Precision Recall Curve

3.3.3 P - R Curves

The precision - recall curve for a given query image is plotted for different 

parameters / thresholds of the retrieval algorithm. The ideal precision-recall curve is 

shown in Figure 11. It indicates that all retrieved images must be relevant giving 

precision as 1 for all values of recall. Recall value less than one indicate that some 

relevant images of database are missed, but all retrieved images are relevant as per 

ideal P - R curve. The best case scenario is precision 1 for recall 1 indicating all and only 

relevant images of the database have been retrieved. But, it is impossible to achieve 

ideal P-R curve for large image database. The precision falls non-linearly for higher 

values of recall in practical P-R curves. Increase in recall means an attempt to include 

missed relevant images. This attempt, in general, does not include only missed relevant 

but also includes new irrelevant images in the retrieval, decreasing the precision. Thus, 

better precision for lower recall and lower precision for higher recall is the characteristic 

of a practical P - R curves. So, precision and recall both cannot be high - ideally 

approaching to 1. Improvement in one measure compromises the other. The point 

B (0.8, 0.4) indicates that 80 % of relevant images form the database is retrieved with 

40% of precision, i.e. out of total retrieved images, 60% images are irrelevant. The point 

A (0.6, 0.6) corresponds to better precision at the cost of recall compared to point B, i.e.

Ideal Precision - Recall Curve
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lesser irrelevant images are retrieved and missing more relevant images of the 

database.

3.3.4 F ■ measure

it is a harmonic mean, combining precision and recall to describe a single 

numerical value, given as [Petrakis, on line]

2
F =------------- (3.8)

(1/r+l/p)

Where,

r-recall 

p - precision

The ideal value of precision and recall gives F measure as T. Though F measure value - 

does not indicate contribution of r and p, it is a single numeric value indicating 

performance measure of CBIR - higher the F-measure, better the performance.

The other important factor for P — R curve is the size of image database. For 

smaller databases, the P - R curves are likely to be better than that of larger image 

databases.

3.4 Watershed Regions and Issues
Watershed algorithm can be applied to segment intensity or binary images. The 

algorithm finds local minima forming catchment basins to determine segments of the 

image. The watershed function of Matlab R14 applied to segment intensity / binary 

images shown in Figure 12. The segmentation results are shown in the adjacent column. 

The segmentation results are appropriate for image of Figure 12 (a), where region 

boundaries are horizontal / vertical and of one pixel width. The watershed function 

does not segment intensity image of Figure 12 (b) appropriately. The regions surrounded 

by one pixel wide non-vertical and non-horizontal boundaries have not been resulted 

into segments despite considering 8- pixel connectivity (A Matlab-bug?). Figure 12 (c) is 

yet another typical image having two intensity regions surrounded by black boundaries. 

The watershed algorithm does not perform as expected for a region having same 

intensity value for all pixels belonging to the region. (?) So is the case for binary 

equivalent image of Figure 12 (c), shown in Figure 12 (d). The same binary image, if 

labeled with bwlabel function, gives correct segmentation as shown in Figure 13. The
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watershed algorithm implementation of Matlab R14 does produce expected 

segmentation for region boundaries of width greater than 1 pixel. But it is prone to 

erode a patch of region having same intensity values. Thus, watershed algorithm 

implementation of Matlab R14 adds to the challenges for achieving proper 

segmentation.

(a)
Intensity Image 

&
Corresponding

Watershed
Regions

(b)
Intensity Image 

&
Corresponding

Watershed
Regions

(c)
Intensity Image 

&
Corresponding

Watershed
Regions □

(d)

Binary Image & 
Corresponding 

Watershed 
Regions □

Figure 12. Watershed Regions - Issues

Binary Image & 
Corresponding labeled 
regions without using 
watershed function

Figure 13. Correctly Labeled Regions without using watershed transform

3.5 Concluding Remark
Major related technical issues have been briefly presented ...
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4. Edges & Prominent Boundaries
Detection

4.1 Introduction
The chapter covers proposed novel-method for detecting perceptual-edges and 

the qualitative comparison of results with- edge response of leading tools Adobe 

Photoshop, MS Photo Editor and AGO Photo Editor. The method results, for detection of 

edges and thin edges, incorporating different levels of stationary Haar wavelet 

decompositions are compared, analyzed, and presented. The method results 

outperform others detecting perceptually significant edges, proving its suitability for 

edge features extraction, object detection & identification. The thinned edges can be 

utilized further to reduce over-segmentation produced by watershed transformation, 

suggested as one of the future enhancements of the proposed work.

The later portion of the chapter includes a proposed novel method for 

categorizing visually prominent and non-prominent boundaries from candidate 

boundaries by considering prominence measures. The method results for various 

categories of images inclusive of standard databases [Fowlkes, on line] [Martin, 2001] 

[Wang, 2001 ] [SIMPUcity, on line] [Everingham, on line] [MedPics, on line] are presented 

and qualitatively compared with human segmented images of standard database 

[Fowlkes, on line] [Martin, 2001]. The reliable processing of low level color cues results 

into precise, well localized formation of prominent boundaries.

4.1.1 Key Terminologies

Contours: Contours are closed curves defining points of equal altitude (height/level). 

For a given channel, contours are generated by finding contour vertices (xi, yi) such 

that they form a closed curve and are at the same altitude. Here altitude for a channel 

under consideration refers to value of R / G / B / Gray component. For individual 

channel, the input matrix is treated as a regularly spaced grid, with each element 

connected to its all 3 neighbors forming a surface. These 4 neighbors constitute a cell.
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At given, height, contour vertices are found by performing a linear interpolation to 

locate the point at which the contour crosses the edges of the cell. Such contours at 

different and multiple heights are found & processed for all 4 channels. Figure 16 shows 

contours for respective channels.

Proximity influence: Proximity influence is a unit influence induced by a contour vertex 

to its nearest neighboring pixel. There can be multiple contour-vertices near a given 

pixel. Thus, prominence measure at a given pixel is proportionate to total proximity 

influence induced by all such contour vertices. Such measure is computed for all pixels 

of the image. E.g., let us consider two contour 1 & contour 2. Say, contour vertices A & B 

are on contour 1 and contour vertices P & Q are on contour 2. If M (x, y) is the nearest 

pixel of B; N(x-1, y-1) is the nearest pixel of say A & Q both; and 0(x , y-1) is the nearest 

pixel of P then, B will induce proximity influence on M; A & Q will induce proximity 

influence on N; and similarly P will induce on O.

4.2 Block Diagram - Edges and Prominent Boundaries Detection

The block diagram for edges detection and prominent boundaries detection 

methods utilizing Stationary Haar wavelet based decomposition at various selected 

levels, contour detection at multiple levels and prominence measures is shown in Figure 

14. The selection of wavelet level is performed with the help of GUI (Graphical User 

Interface). The level is to be selected based on image characteristics, categories, 

resolution and scale of segmentation. Lower level Haar results in to more number of 

contours / edges; E.g. Figure 20 (d) contains more edges compared to that of Figure 20 

(g) detected with Haar SWT at level 1 and level 2 respectively.

After reading required input selected by user with GUI in first block, the next block 

performs basic operation of color channel separation. The wavelet decomposition at 

selected level is performed by the respective block. The contours at multiple levels are 

detected and processed for all four channels as explained in Section 4.1.1.

The prominence measure is utilized for edge detection and prominent 

boundaries detection as shown below. The block named Prominence Measure 

Computation of Figure 14 takes input from Contour Detection & Processing block and 

finds Prominence measure for all pixels for all four channels.
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Figure 14. Block Diagram - Edge and Prominent Boundaries Detection.

4.3 Edge Detection

The local color cue based candidate boundary detection incorporating 

stationary Haar wavelet decomposition at various levels and thresholded prominence 

measures are used for detecting edges in color images in the proposed method. The 

non-homogeneous inter-tuples and non-uniform intra-tuple contributions of RGB tuples 

for conception of perceptual-edges are exploited in the edge detection method from 

candidate boundaries for color images. Refer Figure 16 and Figure 17 for example. The 

table-top boundaries in the original image are perceptually significant, as can be seen 

in the original image of Figure 15 (a). The intra tuple values and inter tuple values of 

pixels constituting these boundaries are such that the Red channel contributes the least 

for forming the perceptually significant edges as shown in the Figure 17 (a) left, 

corresponding to edges for Red channel where in table-top edges are not well defined. 

The Algorithm 1 exploits this characteristic of non-uniform contribution (without actually 

measuring it) to enforce four channel-processing to yield reliable processing.

Many state of the art techniques for image content analysis are enforcing 

reliable and precise processing of low level cues for extracting features, as that has 

been proved to be very critical for over-all performance of the applications. The edges 

in the image can be treated as primitive features useful for deriving other features like 

contours, regions & object boundaries, shapes etc. The performance of edge
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detection method is challenged by image characteristics like image resolution, textures, 

variations in illumination etc.

The traditional gradient based edge detection techniques which examine a set 

of pixels for abrupt intensity changes are characterized by generation of large number 

of edges due to textures or color variations ending up into a difficult task of linking 

edges for forming boundaries by minimizing over segmentation. The state of the art 

techniques examine color and / or texture channels for edge detection forming 

boundaries / contours / regions finally leading to image segmentation. The proposed 

method addresses the problem in a hierarchical framework and incorporates stationary 

Haar wavelet decompositions at various levels, candidate boundaries and proximity 

influence for edge detection. The candidate boundaries and thresholded prominence 

measure produce edges which are not necessarily thin. These detected edges are 

thinned by performing a series of morphological operations of Matlab R14 on 

thresholded prominence measure. The local color cues used to form candidate 

boundaries ensures reliable processing of low level cues. The results are qualitatively 

compared with edge detection response of leading DTP and image processing tools for 

i) detection of perceptually significant edges i|) elimination.of insignificant edges iii) 

detection of edges pertaining to region / object boundaries iv) preservation of 

continuities of detected edges on images of databases [Fowlkes, on line] [Wang, 2001] 

[SIMPLIcity, on line].

4.3.1 The Method

The multi-resolution signal decomposition as wavelet representation and the 

extension of orthogonal wavelet representation for images was proposed with 

mathematical model for computation and interpretation in [Mallat, 1989], The classical 

Discrete Wavelet Transform (DWT) convolves the signal with appropriate low and high 

pass filters followed by decimination operation to keep generally even indexed 

elements and discard others by halving number of elements at each stage. The 

stationary Wavelet Transform (SWT) as proposed in [Nason, 1995], convolves signal with 

appropriate high pass and low pass filters without performing decimation operation for 

producing two sequences for the next level. The shortcoming of shift-invarientness of 

DWT is overcome in the SWT [Nason, 1995]. The proposed method makes use of 

stationary Haar wavelet transform at various levels [Mallat, 1989] [Nason, 1995]. Refer to
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Section 3.2 for related technical details. Equations 3.1 and 3.2 describe the Haar mother 

wavelet function qj(x) and its scaling function cp(x) respectively.

The method uses RGB color model. As analyzed empirically, the contribution of 

RGB tuples for constituting boundaries is non-homogeneous inter-tuples wise and non- 

uniform intra-tuple wise. The candidate boundaries are closed contours of pixels forming 

perceptually significant and insignificant boundaries, incorporating decomposition of 

the image into approximate and detailed (vertical, horizontal & diagonal) coefficients 

by applying stationary Haar wavelet transform at various levels for RGB color and gray 

channels. The prominence measure based edge detection is followed by 

morphological operations to get thinned image of one pixel width. The steps of the 

proposed method for detecting edges and thinning of edges are as under. Refer Figure 

14 for corresponding block diagram.

Step 1: Read Image name, wavelet decomposition level, and wavelet flag selected by 

a user with the help of Graphical User Interface.

Step 2: Read RGB color image I (x, y, z) m x nx3. Separate each color channel.

Compute intensity values for gray channel of the image.

Step 3: If wavelet flag is 1, resize image for height and width to make them integer 

power of 2 by zero padding.

Step 4: If wavelet flag is 1, apply stationary Haar wavelet transform at given level to

decompose R, G B & Gray color channels, into approximate and detailed 

coefficients. Let us denote them as A, Hi, Vi and Di as approximate coefficients, 

horizontal, vertical & diagonal detailed coefficients respectively at level j for 

given color channel c, where 0 < c < 5.

Zd={A>, Hi, V, Di}, j>0.

Step 5: Initialize prominence measure to zero 

U ( x, y ) = 0

For First color channel and wavelet decomposed image,

Step 6:Find contours at multiple levels.

Let such set be Cck = {(xi, y,) k}, i, k > 0.

(Refer Figure 15 for the results.)

Here, k denotes index of a contour, 

i denotes index of a vertex for a given contour Ck

50



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

Exclude contours having Lck < contour_length_threshold.

Call remaining contours as candidate boundaries, denoted as C'ck.

(Refer Figure 16 for the results.)

Here merging refers to storing of contours of all different levels into cell data 

structure.

Step 8: Update prominence values U(x, y) at all pixels for all vertices of C’ck.

Each vertex of C'ck induce proximity influence to its nearest neighboring pixel. 

Prominence value at given coordinate (x, y) gives total of induced proximity 

influence.

Step 9: Map C’ck to produce binary image consisting of on pixels corresponding to the 

vertices of C'ck. (Refer Figure 17 for the results.)

Step 10: Repeat steps 6 to 9 for all channels.

Step 11: Apply operator y to threshold and map U(x,y) on the image l(x, y, z) to get 

edges-mapped image l'(x, y, z) and binary image BW(x,y), given as 

I’ (x, y, z) = U(x, y) y l(x, y, z) such that 

l’(x, y, z) = l(x, y, z), if U(x, y) > prominence_threshold 

and I' (x, y, :) = {255,255,255}, otherwise.

BW(x, y) = 1, if U(x, y) > prominence_threshold 

and BW(x, y) = 0, otherwise.

(Refer Figure 18 (a) Right for the results.)

Step 12: Perform thinning and bridging morphological operations to get thinned image, 

given by

BW (x, y) = A BW(x, y)

Where A denotes thinning and bridging morphological operator. Thinning 

operation is to thin objects to lines by removing pixels so that an object without 

holes shrinks to a minimally connected stroke. Bridging operation bridges 

unconnected pixels, that is, sets 0-valued pixels to 1 if they have two nonzero 

neighbors that are not connected.

(Refer Figure 18 (b) Left for the results.)

Step 7: Merge all contours into one data structure. 

Find length of each contour.

Lck = length (Cck).

Algorithm 1. Edge detection and thinning
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The step 2 and step 3 are omitted if wave flag is set to zero and remaining steps 
are performed on RGB and gray channels without performing wavelet decomposition.

Thus, the method considers prominent boundaries and proximity influence 
induced of all four channels for edge and thin-edge detection. The method is novel for 
detecting edges from candidate boundaries by considering proximity influence. The 
approach eliminates insignificant edges and detects significant ones. Its suitability for 
hierarchical approach using SWT permits multi-resolution analysis required for images of 
different characteristics. The produced results are better than those produced with 
professional softwares for detecting visually significant edges.
4.3.2 Step-wise Results of the Method

The stepwise results are shown below for an image of Pascal image database 
[Everingham, on line].

Figure 15. Contour Detection . (a) Original Image [Everingham, on line], (b) Left, (b) Right, (c) Left, (c) Right: Contours of Red, 

Green, Blue and Gray channels respectively.
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The image depicted to illustrate the results possesses multiple typical challenging 
characteristics like multiple sources of lights - point and distributed, producing 
illumination variations, shadows & reflection of light, different texture zones with 
illumination, color & color tone variations, combination of typical colors of regularly & 
irregularly shaped natural & man-made objects. The detected contours for RGB and 
gray channels are shown in Figure 15. The detected contours are large in numbers and 
densely placed, particularly in textured regions. The location changes of many 
contours produced in different channels should be noted, implying i) non-uniform 
contribution of different color channels for constituting prominent-real boundaries ii) one 
of the causes for over-segmentation.

The Figure 16 shows results of processed contours of Figure 15 obtained by 
eliminating very small contours produced due to textures or slight variations in intensity. 
The elimination of such small contours is visually apparent in the textured zones of the 
image.

Figure 16. Processed Contours - Candidate boundaries, (a) Left, (a) Right, (b) Left, (b) Right: for Red, Green. Blue and Gray 

channels respectively.
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The vertices of processed contours of all channels are mapped to form binary images 

as shown below in Figure 17. An attempt to combine these binary output images to a 
single image for segmentation will lead to over-segmentation of the image.

Figure 17. Binary Images: Edges from contours, (a) Left, (a) Right, (b) Left, (b) Right: for Red, Green, Blue and Gray channels 

respectively.

The Figure 18 (a) Left is the binary image produced by thresholding prominence 
measure which is mapped to image as shown in Figure 18 (a) Right. Note that the 
contrasts of Figure 18 (b) are altered manually for clarity in presentation. The 
morphological operations - thinning and bridging produces thinned image of one pixel 
width as shown in Figure 18 (b) Left. The Canny edge detection response on binary 
equivalent of thresholded prominence measure is shown in Figure 18 (b) Right for the 

comparison.
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bA-edge ‘rom acc umulator can

Figure 18. Edges, (a) Left: Thresholded prominence measure, (a) Right: Edges- mapped on image, (b) Left: Thinned edges, 

(b) Right: Canny edge detection.

4.3.3 Results - Edge Response Comparisons
The results for representative test images are shown in Figure 19 to Figure 21 for 

qualitative comparisons with the edge detection response of various leading software 
tools. The candidate boundaries of only gray channel, mapped on images are shown in 
all Figures. The edge and thin edge detection response take into account candidate 
boundaries and proximity influence of all channels. Figure 19 and Figure 20 show result- 
comparison for stationary Flaar wavelet decompositions at levels 1 & 2 whereas Figure 
21 gives qualitative comparison of results for stationary Haar wavelet decomposition at 
levels 2 & 3 with those of ACD Photo Editor, Adobe Photoshop and MS Photo Editor. 
Figure 20 (d) and Figure 20 (g) are corresponding thinned edges obtained from 
detected edges by applying Stationary Flaar wavelet at level 1 and level 2 respectively.
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Similarly, Figure 21 (d) and Figure 21 (g) are corresponding thinned edges obtained from 

detected edges by applying Stationary Haar wavelet at level 2 and level 3 respectively. 

The salient characteristics of representative test images are listed in Table 2.

Table 2. Test Images & Their Performance Challenging Salient Characteristics.

Figures Salient characteristics

19(a)

- Left

Low resolution natural image of SlMPLlcity [Wang, 2001] [SlMPLlcity, on line]

database; Presence of two distinct background regions; one forming high

contrast with the fore-ground object whereas the second forming low contrast

with the fore-ground object; Inter-region illumination variations.

19(a)

Right

Low resolution natural image of SlMPLlcity [Wang, 2001] [SlMPLlcity, on line]

database; Presence of significant intra-object edges; Smooth color variations.

20 (a)

Resized image - 1/10 of original high resolution image captured by an

amateur; Textured back-ground; Smooth color variations in the foreground

objects.

21 (a)

Higher resolution image [Fowlkes, on line] [Martin, 2001]; Presence of variety of

texture zones. Presence of large number of perceptually significant as well as

insignificant edges; Inter-region illumination variations.

Figure 19. Edge Response Comparison, (a) Original images [Wang, 2001] [SlMPLlcity, on line].
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boundaries

Figure 19 (Contd.). Edge Response Comparison, (b) Candidate boundaries incorporating stationary Haar decomposition at level 

1. (c) Detected edges from (b). (d) Candidate boundaries incorporating stationary Haar decomposition at level 2. (e) Detected 

edges from (d).
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Figure 19 (Contd.). Edge Response Comparison, (f) Edge detection with ACD Photo Editor, (g) Edge detection with Adobe 

Photoshop, (h) Thick Edge detection with MS Photo Editor, (i) Thin Edge detection with MS Photo Editor.
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Figure 20. Edge Response Comparison, (a) Original image, (b) Candidate boundaries incorporating stationary Haar 

decomposition at level 1. (c) Detected edges from (b). (d) Thinned edges corresponding to (c). (e) Candidate boundaries 

incorporating stationary Haar decomposition at level 2. (f) Detected edges from (e). (g) Thinned edges corresponding to (f). 

(h) Edge detection with ACD Editor.
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Figure 20 (Contd.). Edge Response Comparison, (i) Edge detection with Adobe Photoshop, (j) Thick Edge detection with MS 

Photo Editor, (k) Thin Edge detection with MS Photo Editor.

Figure 21. Edge Response Comparison, (a) Original image [Fowlkes, on line] [Martin, 2001]. (b) Candidate 

boundaries incorporating stationary Haar decomposition at level 2. (c) Detected edges from (b). (d) Thinned edges 

corresponding to (c). (e) Candidate boundaries incorporating stationary Haar decomposition at level 3. (f) Detected 

edges from (e).
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Figure 21 (Contd.). Edge Response Comparison, (g) Thinned edges corresponding to (f). (h) Edge detection with ACD Editor, 

(i) Edge detection with Adobe Photoshop, (j) Thick Edge detection with MS Photo Editor, (k) Thin Edge detection with MS 

Photo Editor.

4.3.4 Discussion

o The edge detection method based on candidate boundaries and proximity 

influence of all four channels detects perceptually significant edges, which 

are well localized and delineated.

o The detected edges are not necessarily thinned. The morphological 

operations are incorporated to produce thinned edges of one pixel width, 

o The edges mapped on the image and thinned edges incorporating different 

levels of Haar wavelet decompositions are suitable as inputs to contour- 

detectors for producing continuity preserving closed contours and regions, 

o The edge features may be used to derive shape features of objects.
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o The method is well-suited for hierarchical multi-resolution approach for edge 

detection leading to image segmentation and object detection & 

identification for image content analysis and content based image retrieval, 

o The selection of decomposition level of SWT decides the characteristics of the 

significant edges to be detected for meeting requirements of different 

categories of images, showing its versatility for applications, 

o The detected edges and thin-edges can be incorporated to further reduce 

over-segmentation produced in prominent boundaries detected images, 

cited as future enhancement of the proposed work, 

o The edge detection response analysis of the proposed method, ACD Photo 

Editor, MS Photo Editor and Adobe Photoshop was carried out on data set 

consisting of more than 300 images of different categories, resolutions and 

characteristics.

o The professional software packages are enough-sensitive (or over sensitive?) 

to detect edges constituted due to abrupt changes in color channels / 

textures. The sensitivity results into detection of a large number of edges, of 

them, many may not be visually significant. The algorithms -for linking and 

processing of these targe numbers of edges for contour generation / 

boundary detection / image segmentation may be not only complex but 

also computationally expensive.

o The results of the proposed method outperform others for i) detection pf 

significant perceptual edges ii) elimination of insignificant edges, 

corresponding background and foreground textures iii) better preservation of 

continuity.

o Quantitative analysis for comparison of edge responses of ACD Photo editor, 

Adobe Photoshop & MS Photo editor with proposed technique is presented in- 

Annexure 4 showing better F - measure for proposed method.

4.4 Prominent Boundaries Detection

Image segmentation is a process of grouping region-forming pixels, satisfying 

single or multiple constraints on various direct or inferred cues of image attributes. 

Automatic segmentation of images is not only a crucial but also a challenging task. The 

precision-recall measures of the image segments significantly reflect the overall 

performance of image processing and computer vision applications involving post-
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segmentation phases. Any segmentation algorithm faces the biggest challenge of 

avoiding over and under segmentation - subjective and image category dependent 

criterions. Variety of image categories, variations in required segmentation-scales, vast 

variations of infer & infra object textures, multiple and occluded objects, changes in the 

inter region illumination conditions and different image resolutions make automatic 

image segmentation a difficult challenge. Hence, user specified parameters, user 

interactions or parameters tuning are generally inevitable for better performance of any 

algorithm capable of segmenting variety of images.

The bottom-up segmentation approaches rely on pixel level cues or inferred cues 

for forming and then merging regions. So, any mistake committed at low level 

processing of cues, propagates without giving chance for correction, imposing stringent 

demand on reliability of low level cues processing mechanisms [Kass, 1988]. Similarly, as 

hinted in [Arbel'aez, 2009], over segmentation is a common problem across feature 

clustering based approaches and lack of mechanism for enforcing contour closures 

may cause under segmentation resulted by joining regions of leaky contours.

The proposed novel method categorizes candidate boundaries into 

visually-prominent and non-prominent boundaries, considering local intensity cues of 

multiple color channels and pixel-prominence-values measured as a function of 

proximity-influence. The results of the method with and without incorporating a wavelet 

transform are compared for images of different characteristics, types and resolutions. 

The method has been exhaustively tested on textured, medical, natural, biometric and 

synthesized images for prominent boundaries detection and the results are qualitatively 

compared with those of human segmented images of benchmark image- 

segmentation dataset. The results presented show suitability and compatibility of the 

method for detecting prominent boundaries in various images. These boundaries - 

forming regions, make the basis for object detection and identification.

The proposed bottom-up approach for prominent boundaries detection with 

reliable processing of low level cues that preserves non-prominent boundaries. The 

approach emphasizes continuity preservation and minimizes chances of contours being 

leaky. The separation of non-prominent boundaries eliminates visually insignificant 

details as far as the segmentation is concerned. Preserved non-prominent boundaries 

may be used for corrections of mistakes and for a multi-scale hierarchical approach of 

automatic image segmentation.
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4.4.1 The Method

The proposed method works on RGB color model and produces prominent and 

non-prominent contours by classifying candidate boundaries for all three color & gray 

channels. Refer to Figure 14 for the block diagram. The steps of the proposed methods 

are as follows:

Step 1 : Detect Candidate boundaries and prominence measures, as described in 

edge detection method proposed in Algorithm 1, Section 4,3.1.

( Step 1 to Step 10 of Algorithm 1.)

Step 2: For all candidate boundaries C’ck (of all four channels),

Compute number_of_prominent_vertices and total_vertices 

Compute ratio = number_of_prominent_vertices / total_vertices 

A vertex is called prominent-vertex if prominence_measure at the corresponding 

image coordinates is greater than threshold. The subscript c of C'ck stands for the 

color channel under consideration and subscript k indicates contour 

identification number.

Step 3: Apply a classifier function X to mark and separate prominent contours.

X classifies contours based on contour length and ratio.

If ratio computed in above step is greater than 0.5 and a contour consists of 

more than 5 vertices (length), mark the contour as prominent and otherwise as 

non-prominent. Let Pc and Nc be a set of prominent and non-prominent contours 

respectively, containing classified contours.
Algorithm 2. Prominent boundaries detection.

The feature-preserving non-prominent boundaries are maintained in Nc is a 

salient characteristic of the method. Though Nc is not utilized at present, its usage may 

be explored.

The Figure 22 shows separated prominent and non-prominent boundaries for all 

color channels. As observed, the contribution of different color channels for constituting 

real, prominent boundaries is not homogeneous. Processing of any one channel may 

not detect a portion of real boundaries leading to under-segmentation of the image. 

The method not only provides reliable processing, but also takes advantage of 

redundancy of cues for precise, well localized detection of prominent boundaries.
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Figure 22. Prominent & non-prominent boundaries, (a) Original Image [Everingham, on line], (b) Left, (c) Left, (d) Left, (e) 

Left: prominent boundaries of Red, Green, Blue and Gray channels respectively, (b) Right, (c) Right, (d) Right, (e) Right: non-

prominent boundaries of Red, Green, Blue and Gray channels respectively.
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4.4.2 Results

The salient characteristics of some of the images of test-set are tabulated

below.
Table 3. Categorical Representative Test Images & Characteristics.

Description and salient characteristics of images

Figure 23, left The BSDB test image [Fowlkes, on line] [Martin, 2001], multiple objects,

textured background, natural image.

Figure 23, right The BSDB test image [Fowlkes, on line] [Martin, 2001], multiple objects

covering significant portion of the image, objects touching image

boundaries, natural image.

Figure 24, left A standard test image.

Figure 24, right The BSDB test image [Fowlkes, on line] [Martin, 2001], single central

main object, captured with background softening filter,

homogeneous background.

Figure 25, left A synthesized image, smooth variations of color tones, light reflections

and alphabets of typical colors & type on typical background.

Figure 25, middle A close-up, resized to l/8,h of original, image captured with high

resolution device having inbuilt image processor.

Figure 25, right Single central main object [Wang, 2001] [SIMPLIcity, on line], typical

background.

Figure 26, left An image of regular, repeated shapes [Wang, 2001] [SIMPLIcity, on

line].

Figure 26, right A biometric image - a finger-print.

Figure 27, left The BSDB test image [Fowlkes, on line] [Martin, 2001], multiple similar

objects, occluded objects in the object group, partially textured

background, natural image. .

Figure 27, right An image of man-made object [Wang, 2001] [SIMPLIcity, on line].

Figure 28 left, right The BSDB test images [Fowlkes, on line] [Martin, 2001 ].

Figure 29 left, right The PASCAL challenge, 2008, images [Everingham, on line].

Figure 30, left A medical image with less prominent boundaries [MedPics, on line].

Figure 30, right The BSDB test image [Fowlkes, on line] [Martin, 2001], single central

main object, reflections & whirls in the water.
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The prominent boundaries and non-prominent boundaries of gray channel, 

mapped on images are presented here in Figure 23 to Figure 30 for various categorical 

test images for the qualitative comparisons of detected prominent boundaries with 

those of human segmented images of BSDB [Fowlkes, on line] [Martin, 2001], The 

prominent boundaries detection results with Stationary Flaar wavelet decomposition at 

various- levels are shown for the comparison. Figure 28 (c) shows detected prominent 

boundaries without incorporating Stationary Flaar wavelet decomposition.

Figure 23. Comparison of human segmented image results with detected prominent boundaries, (a) Original image BSDB 

[Fowlkes, on line] [Martin, 2001], (b) Human segmented image BSDB [Fowlkes, on line] [Martin, 2001],
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Figure 23 (Contd.). Comparison of human segmented image results with detected prominent boundaries, (c) Prominent 

boundaries incorporating Stationary Haar decomposition at level 2. (d) Non-prominent boundaries.
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Figure 24. Prominent boundaries detection, incorporating different levels of Stationary Haar decompositions, (a) Left - Original 

image, (a) Right - Original Image BSDB [Fowlkes, on line] [Martin, 2001], (b) Prominent boundaries incorporating Stationary 

Flaar decomposition at level 2. (c) Prominent boundaries incorporating Stationary Haar decomposition at level 3.
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Figure 25. Prominent boundaries detection results - Different categorical images, (a) Left & Middle - Original images, (a) Right 

- Original image [Wang, 2001] [SIMPLIcity, on line], (b) Prominent boundaries incorporating Stationary Haar decomposition at 

level 2. (c) Non-prominent boundaries.
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Figure 26. Prominent boundaries detection results - Different categorical images, (a) Left - Original image [Wang, 2001] 

[SIMPLIcity, on line], (a) Right - Original image, (b) Prominent boundaries incorporating Stationary Haar decomposition at level 

2. (c) Non-prominent boundaries.
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Figure 27. Prominent boundaries detection results - Different categorical images, (a) Left - Original image [Fowlkes, on line] 

[Martin, 2001]. (a) Right - Original image [Wang, 2001] [SIMPLIcity, on line], (b) Prominent boundaries incorporating 

Stationary Haar decomposition at level 2. (c) Non-prominent boundaries.
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Figure 28. Comparison of human segmented image results with detected prominent boundaries, (a) Original image BSDB 

[Fowlkes, on line] [Martin, 2001], (b) Fluman segmented image BSDB [Fowlkes, on line] [Martin, 2001], (c) Prominent 

boundaries without incorporating Stationary Flaar decomposition, (d) Prominent boundaries incorporating Stationary Flaar 

decomposition at level 1. (e) Prominent boundaries incorporating Stationary Haar decomposition at level 2.
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Figure 29. Prominent boundaries detection results - Different categorical images ot PASCAL challenge 2008. (a) Original 

images [Everingham, on line], (b) Prominent boundaries incorporating Stationary Haar decomposition at level 1. (c) Non- 

prominent boundaries.
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Figure 30. Prominent boundaries detection results - Different categorical images, (a) Left - Original image [MedPics, on line], 

(a) Right - Original image BSDB [Fowlkes, on line] [Martin, 2001], (b) Detected prominent boundaries incorporating Stationary 

Haar decomposition at level 1. (c) Non-prominent boundaries.

4.4.3 Discussion

o The detected prominent boundaries are well-localized and well-delineated, 

o The processing of low level cues generating multiple candidate boundaries 

enforces reliability for categorizing prominent boundaries with continuity 

preservation.

o Categorization resulting into exclusion of non-prominent boundaries separates 

insignificant features from significant ones (from segmentation point-of-view). 

o The Stationary Haar wavelet decomposition and detected prominent 

boundaries at various levels make the approach suitable for multi-scale 

hierarchical image segmentation.
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o The method produces significantly comparable results for a test-set consisting 

of more than 300 images, covering representative images of different 

categories, possessing performance challenging, wide variety of salient 

characteristics (as presented in Table 3).

o The prominent boundaries detection results are effective • for Berkeley 

Segmentation Dataset images [Fowlkes, on line] [Martin, 2001], PASCAL 

challenge 2008 database images [Everingham, on line] and SIMPLIeity 

database images [Wang, 2001] [SIMPLIcity, on line], 

o The development of effective methodology for identifying regions pertaining 

to objects make the proposed wavelet based hierarchical method suitable 

for applications like object detection, object identification, automatic image 

tagging, content based image retrieval and visual scene analysis.

4.5 Concluding Remark
The continuity preserving well localized prominent boundaries form the 

basis for segmentation, feature extraction and foreground separation forCBIR ...
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5. Foreground Objects Detection &
Background Separation

5.1 Introduction
The chapter covers a novel method of background separation, revealing 

foreground objects for color images. The approach effectively incorporates visually 

prominent boundaries, prominence measure of pixels and local color & region cues 

along with Watershed transform. The proposed method addresses the issues for 

avoiding under segmentation and over segmentation by enforced reliable processing 

of local cues used for producing continuity preserving prominent boundaries. The 

method results, incorporating different levels of stationary Haar wavelet decompositions 

are compared, analyzed and presented. The effectiveness, suitability and versatility of 

the method for well localization of prominent boundaries leading to foreground 

extraction are shown by qualitative comparisons of method results with that of human 

segmented images of benchmark-image-dataset [Fowlkes, on line] [Martin, 2001]. In the 

last portion of the chapter, segmentation results of JSEG [Deng, on line] [Deng, 2001] 

are qualitatively compared with the results of proposed method for observing effects of 

illumination changes and texture variations.

The reliable and precise processing of low level cues in pixel domain is 

very important and crucial for over all performance of any image processing 

applications handing out image features derived or inferred from these low level cues. 

The precise and reliable processing of low level cues for feature extraction is tested by 

various factors like image resolutions, intra-image illumination variations, non

homogeneity of intra-region and inter-region textures, multiple and occluded objects 

etc. The foreground objects revealing by separating the background is, in general, a 

subsequent phase of image segmentation. Image segmentation is a process of 

identifying and then grouping region-forming pixels, satisfying single or multiple 

constraints. The diversities of image characteristics enforce requirements of parameter 

selection and / or parameter tuning or user interaction for better performance of
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generic segmentation algorithms. The performance of fhe segmentation algorithm is 

hence evaluated with Precision-Recall measures for different segmentation scales. So, 

for a given scale, any segmentation algorithm faces the biggest challenge of avoiding 

over and under segmentations - subjective and image category dependent criterions. 

Thus, the subjectivity in the human perception for segmentation, required scale of 

segmentation and diversified image characteristics play decisive role for justifying 

proper segmentation of the images. The foreground objects detection is severely 

affected by a lapse generated during segmentation phase.

Similarly, difficulties do exist with watershed algorithms. The watershed algorithms 

find catchments basins by locating local minima, resulting into artifacts and over 

segmentation. The conversion of color image into gray scale image produces local 

minima leading to artifacts and conversion of gray scale image into binary introduces 

breaks likely to cause under segmentations. As illustrated in top-right of Figure 33, the 

watershed regions of gray scale converted image are large in numbers and small in 

sizes, producing over segmented image. Similarly, the watershed regions obtained from 

dithered image exhibits relatively lesser number of segments due to lossy conversion, 

giving still few over segmented zones in the image, as shown in bottom-right of Figure 

33. Thus, for distinction of objects using resulted watershed regions, additional low level 

cues must be incorporated for selective merging of these regions. Hence, marking of 

well localized object boundaries becomes the necessary condition for proper object 

detection.

The proposed approach is based on precisely detected prominent boundaries 

with continuity preservation for minimizing chances of them being leaky. The problem of 

foreground objects revealing of prominent boundaries detected images has been 

addressed in the hierarchical frame work incorporating wavelet decomposed images 

at various levels along with proximity influence measure and watershed transform.

5.2 The Method

The method exploits stationary Haar wavelet for decomposing RGB images at 

various levels. The well localized, visually prominent, continuous boundaries 

encompassing various regions called prominent boundaries are detected as proposed 

in Algorithm 2, Section 4,4.1. The prominent boundaries are categorized candidate 

boundaries. The non-prominent boundaries resulted because of smooth variations in 

textures and colors are excluded because of the categorization. The proposed method
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is novel for its prominent boundary features, proximity influence measures and its usage 

for watershed regions. Many variational techniques to reduce watershed artifacts were 

tried out for development of proposed method. The watershed transform of Matlab 

R14, a modification of basic watershed algorithm of [Vincent, 1991] has been utilized in 

following algorithm with 8 neighbor connectivity.

The steps of the proposed method are:

Step 1: Detect prominent boundaries by applying proposed method of Algorithm 2, 

Section 4,4,1.

Denote the set of prominent contours as Pc = {Vi}, i > 0, where Vi is a vector, 

corresponding to i th contour of color channel c consisting of coordinate-pairs 

denoted as {(xj, yj)}, j > 0.

Apply operator y to map Pc on the image I(x, y z) to get prominent-boundaries- 

mapped image, given as

I’ (x, y, z) = Pc x I (*- y< z) such that
I’ (x, y, z) = I (x, y, z), if x, y e Pc

and I' (x, y, :) = {255,255,255}, otherwise.

Step 2: For all pixels on prominent boundaries, compute total proximity influence value 

i.e. prominence measure induced by vertices of prominent contours of channel 

under considerations on nearest neighboring prominent pixels. Refer Section 4.1.1 

for prominence measure computation. Denote it as UPc(x, y). At the given point, 

higher the value stronger is the boundary strength. Refer Figure 31 (c) for the 

results.

Step 3: Perform watershed transformation on UPc(x, y). Refer Figure 31 (d) for the results. 

Step 4: Perform morphological operation on UPc(x, y) to get UP’c(x, y). Refer Figure 31 (e) 

for the results.

Step 5: Perform watershed transformation on UP'c(x, y).

Label watershed region. Refer Figure 31 (f) for the results.

Step 6: Repeat previous steps for all channels.

Step 7: Find composite prominence measure UP" and watershed transform. Label 

watershed regions. Refer Figure 32 (a) for the results.

Composite prominence measure is total of prominence measure of all 4 

channels.
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Step 8: Let SP = {(Xi, yj} such that xu y, € Pc, a fixed set of seed points determined 

empirically.

BG(x, y) = ((V[x, y, z), UP” (x, y}) o SP) g I (x, y, z).

Where,

u - Denotes morphological operations involving region growing algorithm based

image filling implementation of Matlab R14.

g- Denotes mapping operator to extract the background.

And, find foreground as 

FG(x, y) = l(x, yj ~ BG(x,y).

Where,

~ - Denotes exclusion operator to reveal the foreground from the original image 

by excluding the background.

Refer Figure 32 (b) for the results.

Step 9: Find watershed pixels constituting foreground object boundaries. The watershed 

pixels are the pixels not belonging to any regions. Two rows and two columns on 

the image boundaries are excluded.

Refer Figure 32 (c) for the results.

Step 10: Find the region attributes of foreground objects.
Algorithm 3. Foreground objects detection & background separation.

5.3 Results

The intermediate results produced by the method, qualitative comparison of 

results on typical representative images including images of standards databases and 

qualitative comparison of results of proposed method with that of JSEG [Deng, on line] 

[Deng, 2001] and human segmented images of standard databases [Fowlkes, on line] 

[Martin, 2001 ]are presented in this section.

5.3.1 Step-wise Results of the Method

The original image [Everingham, on line] and detected prominent boundaries of 

all four channels are shown in Figure 31 (a) and Figure 31 (b) respectively. Figure 31 (c) 

shows the results of prominence measure for prominent boundaries of each channel. 

Figure 31 (d) is the results of labeled watershed transform regions corresponding to 

Figure 31 (c). Though prominent boundaries were detected precisely, the generated 

watershed regions do not depict all regions of foreground. The morphological
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operations are performed to get enhanced prominence measures as shown in Figure 31

(e).

Figure 31. Foreground objects detection & background separation - Step-wise results - 1. (a) Original image [Everingham, on 

line], (b) Prominent boundaries of R, G, B and Gray channels.(c) Respective prominence measures, (d) Respective labeled 

watershed regions of (c). (e) Respective enhanced prominence measures after morphological operations, (f) Respective labeled 

watershed regions of (e).
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As the contribution of each channel for defining real prominent boundaries is non- 

homogeneous, individual prominent boundaries and corresponding prominence 
measures of each channel still do not cover all real prominent boundaries, as illustrated 
by encircling such portion of boundaries in Figure 31 (e). The labeled watershed regions 
corresponding to Figure 31 (e) are shown in Figure 31 (f).

Figure 32. Foreground objects detection & background separation - Step-wise results - 2. (a) Left - Composite watershed regions 

from Figure 31 (e). (a) Right - Labeled watershed regions, (b) Left - Extracted foreground, (b) Right - background, (c) Watershed 

pixels of foreground regions.
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The composite prominence measure obtained is shown in Figure 32 (a) - Left and 

respective labeled watershed regions are presented in Figure 32 (a} Right. The 
extracted foreground and background are shown in Figure 32 (b) - Left and Figure 32 
(b) - Right respectively. The watershed pixels corresponding to foreground and 
foreground regions are shown in Figure 32 (c).

5.3.2 Qualitative Comparisons
Table 4. Categorical Representative Test Images & Their Performance Challenging Salient Characteristics.

Figure 34 A natural image [Wang, 2001] [SIMPLIcity, on line]; textured background;
foreground object having intra-object texture variations.

Figure 35, Left A typical image [Wang, 2001] [SIMPLIcity, on line] of a human face;
textured background;

Figure 35, Right A synthesized image [Wang, 2001] [SIMPLIcity, on line]; a single central
main foreground object with a typical texture; homogeneous.
background;

Figure 36, Left An image resized to l/8,h of the original size; image captured by ah 

amateur with high resolution SONY device having inbuilt biOnz image

processor.
Figure 36, Right A natural image [Wang, 2001] [SIMPLIcity, on line]; multiple-textured 

background; foreground object having intra-object texture variations;
shadowed foreground object.

Figure 37, Left A natural image [Wang, 2001] [SIMPLIcity, on line]; multiple similar
partially touching foreground objects.

Figure 37, Right An image [University of Washington, on line] with multiple textures; self
reflection attached to foreground object;

Figures 38 - 41 The BSDB test images & associated human segmented images [Fowlkes,
on line] [Martin, 2001]; covering multiple objects, occluded and

shadowed objects, natural and man-made objects; distant and small
objects; inter region and intra-region texture variations in foreground
objects and background;

The image segmentation by human being is intrinsically characterized by 
grouping of regions based on ‘some* perceptual similarities. Though there exists 
subjectivity in the perception of visual similarities, human beings do not over-segment
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the objects contained in the images. That is, the focus Of segmentation by humans is 

objects and not regions. Hence, the results of proposed method for foreground 
detection have been qualitatively compared with the human segmented images of 

Berkeley Segmentation Dataset and Benchmark database of natural images [Fowlkes, 

on line] [Martin, 2001].

The results on categorical representative test images, possessing performance 

challenging salient characteristics listed in Table 4, are shown in Figure 34 to Figure 41. 

The results presented are for prominent boundaries detection, separation of 

background, revealing of foreground objects, region features using . watershed 

transform and corresponding watershed pixels of foreground objects and artifacts 

reduced regions and corresponding boundaries by incorporating different levels of 

stationary Haar wavelet decomposition. Figure 34 demonstrates results with different 

levels of SWT on an image [Wang, 2001] [SIMPLIcity, on line] having texture variations in 

the foreground object as well as in the background. The detected prominent 

boundaries incorporating SWT with Haar wavelet at level 1, 2 and 3 are shown in Figure 

34 (b) from left to right respectively. The corresponding separated background is shown 

in Figure 34 (c), where pure black regions do not belong to the background. The 

corresponding foreground is shown in Figure 34 (d), where pure black regions do not 

belong to the foreground. The watershed regions and watershed pixels are respectively 

shown in Figure 34 (e) and Figure 34 (f). The watershed regions and watershed pixels 

with reduced artifacts are respectively shown in Figure 34 (gj and Figure 34 (h). Figure 35 

- Left shows the results on the image [Wang, 2001] [SIMPLIcity, on line] having poorly 

defined object boundaries where the Haar stationary wavelet decompositions of step 1 

of the method are omitted. Figure 35-Right to Figure 37 demonstrates the results 

incorporating Hadr wavelet decompositions at level 2 on different categorical 

representative test images. Figure 38 and Figure 39 show comparison of the method 

results with stationary Haar wavelet decompositions at level 2 and level 3 on images 

[Fowlkes, on line] [Martin, 2001] with human segmented images of Segmentation 

Dataset and Benchmark [Fowlkes, on line] [Martin, 2001]. Similarly, Figure 40 and Figure 

41 show comparison of the method results with stationary Haar wavelet decompositions 

at level 2 on different categorical representative test images [Fowlkes, on line] [Martin, 

2001] with human segmented images of segmentation dataset and benchmark 

[Fowlkes, online] [Martin, 2001].
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The results are to be observed and compared for 
o Localization of detected boundaries.
o Effect of complex background, textures on segmentation / foreground 

extraction.
o Effect on segmentation / foreground extraction due to smooth changes.

■ in textured regions
■ of colors within regions
• of intensities within region

o Suitability of segmentation results for foreground separation / object 
detection.

o Human segmented images of BSDB [Fowlkes, on line] [Martin, 2001],

Figure 33. Watershed transform based segmentation without applying proposed method. Top-left: Original image [Wang, 2001] 

[SIMPLIcity, on line]. Top-right: Watershed regions of gray scale converted image of top-left. Bottom-left: Dithered image of 

top-left. Bottom -right: Watershed regions of dithered image.
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Figure 34. Revealed fore ground objects & background, incorporating different levels of wavelet decompositions, (a) Original 

image [Wang, 2001] [SIMPLIcity, on line], (b) Detected prominent boundaries. Left: Incorporating stationary Haar wavelet 

decomposition at level 1. Middle: Incorporating stationary Haar wavelet decomposition at level 2. Right: Incorporating stationary 

Haar wavelet decomposition at level 3. (c) Separated background, (d) Revealed foreground, (e) Watershed regions.
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Figure 34. (Contd.). Revealed fore ground objects & background, incorporating different levels of wavelet decompositions, 

(f) Corresponding watershed pixels of foreground object boundaries, (g) Watershed regions with reduced artifacts, (h) 

Corresponding watershed pixels of foreground object boundaries.

Figure 35. Revealed fore ground objects & background for images with typical textures, (a) Original images [Wang, 2001] 

[SIMPLIcity, on line], (b) Detected prominent boundaries. Left: Without wavelet decomposition. Right: Incorporating stationary 

Haar wavelet decomposition at level 2.
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Figure 35 (Contd.). Revealed fore ground objects & background for images with typical textures, (c) Separated background, (d) 

Revealed foreground, (e) Watershed regions, (f) Corresponding watershed pixels of foreground object boundaries, (g) Watershed 

regions with reduced artifacts, (h) Corresponding watershed pixels of foreground object boundaries.
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surrounded regions

back ground

Figure 36. Revealed foreground objects & background, incorporating stationary Haar wavelet decompositions at level 2. (a) Left: 

Original image. Right: Original image [Wang, 2001] [SIMPLIcity, on line], (b) Detected prominent boundaries. (c)

Separated background, (d) Revealed foreground.
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connected neighbours

Figure 36. (Contd.). Revealed foreground objects & background, incorporating stationary Haar wavelet decompositions at level 

2. (e) Watershed regions. (0 Corresponding watershed pixels of foreground object boundaries, (g) Watershed regions with 

reduced artifacts, (h) Corresponding watershed pixels of foreground object boundaries.
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boundaries

back ground

surrounded regions

back ground

surrounded regions

boundaries

Figure 37. Revealed foreground objects & background, incorporating stationary Haar wavelet decompositions at level 2. 

(a) Left: Original Image [Wang, 2001] [SIMPLIcity, on line]. Right: Original image [University of Washington, on line], (b) 

Detected prominent boundaries, (c) Separated background, (d) Revealed foreground.
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Figure 37 (Contd.). Revealed foreground objects & background, incorporating stationary Haar wavelet decompositions at level 

2. (e) Watershed regions, (f) Corresponding watershed pixels of foreground object boundaries, (g) Watershed regions with 

reduced artifacts, (h) Corresponding watershed pixels of foreground object boundaries.
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Figure 38. Result-comparison: Human segmented image with revealed foreground objects & background, incorporating different 

levels of stationary Haar wavelet decompositions, (a) Left: Original image [Fowlkes, on line] [Martin, 2001], Right: Human 

segmented image [Fowlkes, on line] [Martin, 2001], (b) Detected prominent boundaries. Left: Incorporating stationary Haar 

wavelet decomposition at level 2. Right: Incorporating stationary Haar wavelet decomposition at level 3. (c) Separated 

background, (d) Revealed foreground.
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Figure 38 (Contd.). Result-comparison: Human segmented image with revealed foreground objects & background, incorporating 

different levels of stationary Haar wavelet decompositions, (e) Watershed regions. (0 Corresponding watershed pixels of 

foreground object boundaries, (g) Watershed regions with reduced artifacts, (h) Corresponding watershed pixels of foreground 

object boundaries.
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Figure 39. Result-comparison: Human segmented image with revealed foreground objects & background, incorporating different 

levels of stationary Haar wavelet decompositions, (a) Left: Original image [Fowlkes, on line] [Martin, 2001], Right: Human 

segmented image [Fowlkes, on line] [Martin, 2001], (b) Detected prominent boundaries. Left: Incorporating stationary Haar 

wavelet decomposition at level 2. Right: Incorporating stationary Haar wavelet decomposition at level 3. (c) Separated 

background, (d) Revealed foreground.
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Figure 39 (Contd.). Result-comparison: Human segmented image with revealed foreground objects & background, incorporating 

different levels of stationary Haar wavelet decompositions, (e) Watershed regions, (f) Corresponding watershed pixels of 

foreground object boundaries, (g) Watershed regions with reduced artifacts, (h) Corresponding watershed pixels of foreground 

object boundaries.
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Figure 40. Result comparison: Human segmented images with revealed foreground objects & background, incorporating 

stationary Haar wavelet decompositions at levels 2. (a) Original images [Fowlkes, on line] [Martin. 2001]. (b) Human segmented 

images [Fowlkes, on line] [Martin, 2001]. (c) Detected prominent boundaries, (d) Separated background, (e) Revealed 

foreground. (0 Watershed regions.

96



Evaluation, Enhancement Development & Implementation of Content Based Image Retrieval Algorithms

Figure 40 (Contd.). Result comparison: Human segmented images with revealed foreground objects & background, 

incorporating stationary Haar wavelet decompositions at levels 2. (g) Corresponding watershed pixels of foreground object 

boundaries, (h) Watershed regions with reduced artifacts, (i) Corresponding watershed pixels of foreground object boundaries.

Figure 41. Result comparison: Human segmented images with revealed foreground objects & background, (a) Original images 

[Fowlkes, on line] [Martin, 2001]. (b) Human segmented images [Fowlkes, on line] [Martin, 2001].
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Figure 41 (Contd.). Result comparison: Human segmented images with revealed foreground objects & background, (c) Detected 

prominent boundaries. Left: Incorporating stationary Haar wavelet decomposition at level 3. Right: Incorporating stationary Haar 

wavelet decomposition at level 2. (d) Separated background, (e) Revealed foreground, (f) Watershed regions, (g) Corresponding 

watershed pixels of foreground object boundaries, (h) Watershed regions with reduced artifacts, (i) Corresponding watershed 

pixels of foreground object boundaries.
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5.3.3 Qualitative Result-comparisons: Proposed Method, JSEG & Human 

Segmented Images of BSDB [Martin, 2001] [Fowlkes, on line]

JSEG algorithm, proposed in [Deng, on line] [Deng, 2001] incorporates color 

quantization and spatial segmentation stages, where colors of the images are 

quantized in several color classes to produce class-map of the image in the first step. 

The class image contains the pixels labeled with the color class. The local window 

based spatial criterion is applied on class-map to generate multi-scale J-lmages which 

are processed for region growing method leading to segmentation. The values of J- 

Image represent possible boundaries and interiors of color-texture regions. The algorithm 

can be applied to still images and video. Despite being a fast-computationally efficient 

algorithm, JSEG segmentation results are sensitive to various parameters - quantization 

scale, number of scales and region merge thresholds, a pointed mentioned and 

illustrated qualitatively in [Deng, 2001] with the help of segmentation results at different 

parameters. The major limitation of the algorithm, cited in the paper [Deng, 2001] with 

the remark “There seems to be no easy solution", is to handle shades and smooth 

transitions due to illumination variations caused by intensity or spatial changes of 

illumination source.

Following Figures of the section compares results of proposed methods with that 

of JSEG [Deng, on line] [Deng, 2001] segmentation and human segmented natural 

images of BSDB [Fowlkes, on line] [Martin, 2001] to illustrate the suitability of proposed 

method to eliminate the background for extracting the foreground from images 

possessing variety of background and characteristics. The JSEG results are obtained 

with the software available at JSEG site [Deng, on line] for default value of number 

scale and region merge threshold with quantization threshold specified as 255.

The well localization of prominent boundaries and effectiveness of foreground 

extraction has been illustrated in Figure 42 and Figure 43 for images of ALOI database 

[ALOI, on line] [Geusebroek, 2001] captured under controlled conditions for varied 

viewing angles, illumination angles and illumination color. Refer Section 6.4 for 

description and characteristics of the database. The Figure 42 contains images of 

objects with finer well defined details with illumination changes. And, Figure 43 contains 

objects with illumination changes producing shadows and intensity variations. Though 

images included in Figure 42 and Figure 43 contain monotonous gray background 

making foreground extraction simple, they are included here to show effects of
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illumination variations produced under controlled conditions on segmentation / 

foreground extraction.

Figure 42 Effect of illumination variations on segmentation / foreground extraction on object with fine details, (a) Original 

Images [ALOI, on line] [Geusebroek, 2001], (b) Extracted foreground of (a), (c) Background, (d) Watershed pixels corresponding 

to (b). (e) Segmentation with JSEG [Deng, on line] [Deng, 2001],
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Figure 43. Effect of illumination variations on segmentation / foreground extraction on non-textured object, (a) Original Images 

[ALOI, on line] [Geusebroek, 2001], (b) Extracted foreground of (a), (c) Background, (d) Watershed pixels corresponding to (b). 

(e) Segmentation with JSEG [Deng, on line] [Deng, 2001],

As png file format is not supported by JSEG software [Deng, on line], the jpg 

equivalent of ALOI images are used in Figure 42 and Figure 43 for JSEG segmentation. 

The segmentation / foreground extraction results of the proposed method are
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compared with the results produced with JSEG [Deng, on line] [Deng, 2001]. The finer 
prominent details are not detected by JSEG - Figure 42 (e), whereas they are marked as 
prominent boundaries by the proposed method as shown in Figure 42 (d). The 
boundaries enclosing butterflies are well detected and one such case is encircled and 
illustrated in Figure 42 (b) and Figure 42 (d).

As illustrated in Figure 43 (e), smooth intensity changes / shadows tend to over
segment regions with JSEG segmentation (the cited limitation in [Deng, 2001]). The 
spatial and intensity variations resulting into shadows and shades of smooth variations 
do not significantly alter outer boundaries of the foreground detected with proposed 
method. The over-segmentation produced around some boundaries due to watershed 
transformation has no effect on foreground extraction.

The smooth changes and diversities in colors & textures are performance 
challenging characteristics of natural images for segmentation. The results of 
segmentation / foreground extraction with proposed method for natural images are 
shown in Figure 44 to Figure 46 for comparisons with Fluman segmented images of BSDB 
[Fowlkes, on line] [Martin, 2001] and segmentation results of JSEG [Deng, on line] [Deng, 
2001]. The results and comparison for standard Baboon image is also shown in Figure 44 
-Right.

Figure 44. Comparison of segmentation results, (a) Left & Middle - Original and Human segmented Images respectively BSDB 

[Fowlkes, on line] [Martin, 2001]. (a) Right - Original Baboon image, (b) Segmentation with JSEG [Deng, on line] [Deng, 2001].
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Figure 44 (Contd.). Comparison of segmentation results., (c) Left & Middle - Watershed pixels with Stationary Haar 

decomposition at level 1 and level 2 respectively, (c) Right - Watershed pixels with Stationary Haar decomposition at level 2. (d) 

Extracted foreground, (e) Background.
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Figure 45. Comparison of segmentation results, (a) Original images BSDB [Fowlkes, on line] [Martin, 2001]. (b) Human 

segmented Images BSDB [Fowlkes, on line] [Martin, 2001], (c) Segmentation with JSEG [Deng, on line] [Deng, 2001], (d) 

Watershed pixels with Stationary Haar decomposition at level 2. (e) Extracted foreground, (f) Background.
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Figure 46. Comparison of segmentation results, (a) Original images BSDB [Fowlkes, on line] [Martin, 2001], (b) Human 

segmented Images BSDB [Fowlkes, on line] [Martin, 2001], (c) Segmentation with JSEG [Deng, on line] [Deng, 2001], (d) 

Watershed pixels with Stationary Haar decomposition at level 2. (e) Extracted foreground. (0 Background.
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5.4 Discussion

o The proposed method addresses the issue of proper segmentation by 

enforcing reliable processing of low level cues for avoiding breaks':as well as 

under Segmentation by utilizing continuity preserving, well localized visually 

prominent boundaries for foreground - background separation. The problem 

of over segmentation is overcome by compositely considering proximity 

influence and watershed algorithm.

o The method results are tested on variety of images including those of natural 

images, synthesized images, human faces etc. with diversified textures. The 

effectiveness of the method is proved for low as well as high resolution images 
and for size- reduced images by a large factor. The artifacts in watershed 

regions are significantly reduced, producing less number of small sized 

regions.

o The foreground extraction results are largely insensitive to illumination 

variations produced by changes of intensify and spatial locations of the light 

sources. Thus, the proposed method addresses the issue to the remark “There 

seems to be no easy solution” cited by Deng et al. in [Deng, 2001 ].

o The watershed artifacts around some portion of boundaries do not affect the 

foreground boundaries.
o The detected foreground object boundaries are well-locaiized and well- 

delineated. The precise processing leading to detection of prominent 

boundaries & enclosing boundaries of finer prominent details of even small 

objects is well illustrated in Figure 42.

o The stationary Haar wavelet decomposition at various levels makes the 

approach suitable for multi-scale hierarchical image segmentation for 

effective foreground separation and region features extraction. Stationary 

Haar decomposed image at higher level delineates objects having 

perceptually superior prominent boundaries. The results of objects revealing 

for images with poorly defined prominent boundaries are better with 

exclusion of Haar decomposition step of the method, as illustrated in Figure 35 

- Left.
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o The results of background separation revealing foreground objects are not. 

affected due to inter- texture and intra-texture variations as presented in 

Figure 34 to Figure 41.

o For some cases, regions attached to objects of foreground alter the shape of 

foreground region.

o The extracted region-features and shape features may be utilized for object 

identification, content based image retrieval, automatic image tagging, and 

visual scene analysis.

o The proposed method has been tested on a set consisting of about 400 

images covering representative images of different categories possessing a 

wide variety of salient characteristics. The produced results are effective for 

benchmark database images of Berkeley Segmentation Dataset images 

[Fowlkes, on line] [Martin, 2001] and SIMPLIcity database images [Wang, 2001] 

[SIMPLIcity, on line] and are comparable with human segmented images of 

BSDB [Fowlkes, on line] [Martin, 2001].

o The quantitative comparisons of the results of proposed method for 

foreground extraction have been carried, out with performance measures 

Precisionfg and Recallfg, computed with respect to Ground Truth foreground 

and presented in Annexure 4 endorses the uniqueness & effectiveness.

5.5 Concluding Remark
Precise processing for detection of prominent boundaries consequently leading 

to exclusion of background reveals foreground and associated features for image 

retrieval...
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6. Image Retrieval

6.1 Introduction
The chapter deals with image features, characteristics of image databases used 

and proposed methods for image retrieval. The image retrieval has been carried out 

on the basis of:

■ Color codes of entire image

■ Foreground color codes

• Foreground shape correlation

• Combination of foreground color codes and shape correlation

• With selectable percentage proportion of weight of foreground 

color codes and foreground shape correlation for composite 

similarity measure

Similar face - images containing complex background 

The performance of retrieval methods has been evaluated with Precision, Recall, F - 

measure and P - R curves for various images of different classes and categories. Query 

responses of some example-images have also been presented. The method and results 

of face extraction and similar-face-image retrieval are covered lastly in the chapter.

The retrieval of similar images needs to meet two extreme requirements - (i) 

Retrieve only similar images and (ii) Retrieve as many as possible similar images. The 

performance indicator for the first requirement is Precision whereas that of the second is 

Recall. (Section 3.3). An attempt to improve Precision by either incorporating stringent 

features or strict image similarity comparison-measures for excluding dissimilar images 

ends up in exclusion of similar images as well, adversely affecting the Recall. On other 

hand, an attempt to increase the number of retrieved similar images leading to 

improvement in Recall by incorporating broader features or relaxed similarity-measures 

ends up in retrieving more number of similar images along with dissimilar images, 

adversely affecting Precision. Thus a ‘good' CBIR system should retain maximum 

possible Precision for higher Recall for large image databases consisting of variety of

108



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

images. Section 2.8 - Our Observations and Section 2.9 - Our Approaches for image 

retrieval may be referred for details.

The proposed methods for image retrieval are based on two streams of 

techniques. The first stream follows broader image descriptors - Color codes and 

corresponding histograms. Whereas, the second stream follows reliable processing 

leading to precise detection of prominent boundaries eventually revealing foreground. 

Image retrieval based on whole image comparison has been carried out with broader 

image descriptors for retrieving images having similar color code distribution. The other 

methods are based on foreground of the images. The extracted foreground has been 

utilized for comparison of objects contained in it. The correlation coefficients have been 

used as similarity comparison-measure for matching shape of the foregrounds. The 

other three methodologies combine aforesaid two streams of techniques for image 

retrieval. The first combinational technique is based on similarity comparison of 

foreground color codes. The second combinational technique is based on color-codes 

and shape of the foreground with selectable proportion of weight of shape & color- 

code in composite similarity-measure. And the third one is the combinational technique 

applied for application specific CBIR for similar-face image retrieval.

Thus, our approaches for image retrieval techniques exploits reliable processing 

resulting precise features for better Precision and broader image features for better 

Recall. The methods are novel for the extracted features and their use for image 

retrieval.

6.2 Image Features
Figure 47 shows the block diagram for extraction of features for the 

developed CBIR system. Parameters given as input includes selected image name for 

single image processing or folder name for bulk processing and wavelet decomposition 

level.

The extraction of image features can be carried out either for one image 

or for all images stored in a folder for supporting addition of an image into existing 

image database and to facilitate bulk processing respectively. The color code features 

of image can be separately extracted. The option of extracting all features take out all 

features - prominent boundaries based and color code based. The extracted features 

stored in appropriate data structures are preserved in secondary storage as a file 

corresponding to the image. The unknown dimension of various extracted features (i.e.
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number of contours, number of vertices in contours) and their processing enforced 

exhaustive applications of programming-skills & utilization of Matlab-features.

Figure 47. Block diagram - Feature extraction.

The extracted image features listed in Table 5, can be categorized as

o Image attributes - Name (Path), type & dimension.

o Color features - Color codes. Histograms

o Boundaries based features - Regional attributes, edges

o Foreground related attributes - boundaries based and color features for 

foreground

o Face region features
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Table 5. Extracted features.

Sr.
No.

Features

1 Path of the image.

2 No of rows of the image.

3 No of column of the image.

4 Image type.

5 Normalized global histogram of the image. For R G and B channels. Not

utilized at present.

6 Normalized cumulative global histogram of the image. For R G and B

channels. Not utilized at present.

7 Colorcodes,

8 Normalized histogram of color codes.

9 Normalized cumulative Histogram of color codes. Not utilized at present.

10 Thinned edges.

11 Foreground regions of the image.

12 Background regions of the im.age.

13 Watershed pixels.

14 Composite prominence measure.

15 Labeled regions.

16 Labeled regions converted to RGB image.

17 Image category. Presently describing ‘face1 or ‘unknown’.

18 Extracted face.

19 Regions corresponding to color codes of whole image.

20 Sorted histogram of color codes of whole image.

21 Regions indices, sorted for region area. Regions are found following

prominent boundary based approach.

22 Regional attributes for regions of whole image. Area, Centroid, Bounding

box. Extrema, Extent, Solidity (given by Area/ConvexArea), Eccentricity,

Convex hull, Minor axis length, Major axis length, orientation.

23 Normalized Un-segmented foreground region of the image.

24 Un-segmented foreground of the image.
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Table 5 (Contd.). Extracted features.

Sr.
No.

Features

25 Normalized global histogram of foreground of the image. For R G and B

channels. Not utilized at present.

26 Normalized cumulative global histogram of foreground of the image. For R

G and B channels. Not utilized at present.

27 Color codes for foreground.

28 Normalized histogram of color codes of foreground.

29 Normalized cumulative Histogram of color codes of foreground. Not utilized

at present.

30 Regions corresponding to color codes of foreground.

31 Sorted histogram of color codes of foreground.

32 Ratio of two axes of Extrema corresponding to normalized face region. Not

utilized at present.

33 Ratio of other two axes of Extrema corresponding to normalized face

region. Not utilized at present

34 Ratio of Minor axis length to Major axis length of the ellipse that has same

normalized second central moments as the face region.

35 Orientation of face region. Angle in degree between x-axis and the major

axis of the ellipse that has same second moments as the face region.

36 Average of foreground region color code.

37 Ratio of foreground area to image area indicating percentage

contribution of foreground region in the image.

38 Two additional extra feature fields Incorporated for future needs.

The color codes are used to describe color attribute of pixels of images. A color 

code represents a set of colors of RGB color space. Total of 27 color codes are used to 

represent entire range of RGB color space. The pixels assigned with color codes 

effectively segments the image by forming regions consisting of pixels with same color - 

codes. Figure 48 and Figure 49 (a) illustrate the color codes assigned to pixels resulting 

into segmentation of image. The labeled regions of identical color (same color - 

codes) are shown with same color in the segmented images. Figure 49 (b) Left is a

112



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

separated region of colors corresponding to flowers whereas Figure 49 (b) Right is for the 

regions corresponding to green leaves.
Refer Annexure 4, Section A-4.4 for details of proposed novel color codes and 

results of segmentation applied on images of standard databases of BSDB [Fowlkes, on 
line] [Martin, 2001] and SIMPLIcity [Wang, 2001],

Figure 48. Color - code based segmentation.

Figure 49. Color - code based segmentation & regions corresponding to two color-codes.

6.3 SIMPLIcity Image Database [Wang, 2001] [SIMPLIcity, on line] - 

Classes & Characteristics

The dataset consists of total 1000 images of 10 classes and 100 images per class. 
Images are of medium resolutions and reasonable size. The test set has used by many 
researchers for the purpose of CBIR. Table 6 describes characteristics of image classes.
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Table 6. SIMPLIcity Image Database |Wang, 20011 [SIMPLIcity, on line| - Classes and Characteristics

Sr.
No. Class Name Characteristics Sample Images

Tribal people

Seashore

Sculpture

Single or group of tribal-inhabitants in 
different poses with different 
backgrounds; Colored faces; typical 
tribal-dressing;

Sea, sand, sky with clouds; sea-shore 
objects; Images cover distant objects;

Majority of sculpture images captured 
as distant objects having sky as 
background;

Bus

Mostly single bus, covering major 
portion of images; Differently colored 
various types of buses with different 
backgrounds.

Dinosaur Different types of dinosaurs with non- 
textured multi-colored backgrounds;

^tr*

Elephant

Flower

Horse

Mountain

Single or multiple elephants in different 
backgrounds;

Different types and colored flowers 
covering major portion of images;

Single or multiple horses in different 
backgrounds;

Mountains and sky

Served Food on 
Restaurant-table

Typical images of different types of 
served food on restaurant-tables;
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6.4 ALOI Image Database [ALOI, on line] [Geusebroek, 2001]

Amsterdam Library of Object Images (ALOI) provides a collection of color images 

of one-thousand small objects, recorded for scientific purposes. Over one hundred 

images per object were captured systematically in controlled conditions for varied 

viewing angles, illumination angles and illumination colors for the sensory variation in 

object recordings. The images were captured by one of five lights turned on for 15 

different illumination angles, 12 different illumination color configuration and 72 object 

view point variations. Produced smooth variations in intensity and shadows in different 

directions and parts of wide variety of objects offer a comprehensive test set for 

studying segmentation and feature extraction issues. Figure 50 shows few sample- 

images of an object recorded with such variations.

The test set consisting of some of the images of ALOI [ALOI, on line] [Geusebroek, 

2001] database has been used as one of the databases for image retrieval techniques 

for studying effects of aforesaid variations on foreground shape and foreground color 

codes.

Figure 50. ALOI sample images [ALOI, on line] [Geusebroek, 2001].

6.5 Proposed Techniques
The proposed techniques, based on Color codes of entire image, Foreground 

color codes, Foreground shape correlation and Combination of foreground color 

codes & shape correlation follow steps mentioned below for image retrieval. Like all 

CBIR techniques, incorporated image features and method for computation of similarity 

measures differentiate methods and their respective performances for retrieval of 

images. The proposed methods consist of three phases - (i) Input reading (ii) method 

specific image-feature reading & processing for similarity measures and (iii) output / 

presentation. The method-specific Step 3 and Step 4 are presented in respective 

sections of proposed methods. The generic steps for proposed methods are:
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Step 1: Read - name of selected query image, name of selected target folder, 

and image to be searched for. Perform validations for inputs.

Step 2: Read names of files containing all image features.

Step 3: Read (or extract] required image-features for the query image.

Step 4: For every image-feature-file of target folder.

Read corresponding image-features of the image-feature-file of target 

folder

Calculate (dis)similarityjndex forith image of the database.

Preserve path of data base image, needed for display.

Step 5: Read similarity cut-off.

Step 6: Sort calculated (dis)similarity indices in descending order.

Step 7: Count no of images having better similarity index than the similarity cut

off. Prepare for proper presentation of results.

Step 8: Display all similar images having better similarity index than the similarity 

cut-off, in order of decreasing similarity (from left to right, row wise).
Algorithm 4. Generic steps for proposed image retrieval methods

The GUI (Annexure 2) based developed CBIR system runs on a stand-alone 

machine. The database can be expanded by adding images into any folder which can 

be processed subsequently for feature extraction at once with a mouse click. In 

absence of indexing mechanism, features are stored in files. A user will be prompted'to 

carry out feature extraction of a query image, if not done earlier with help of the GUI for 

that single image. The preprocessing of a query image is adopted by considering the 

high time complexity of algorithms and repetition in the experimentations. For real time 

deployment of the system, query preprocessing can be eliminated.

Similarity cut-off selection is to be carried out by user with GUI. Lower similarity 

cut-off signifies higher permitted dissimilarity in the retrieved images.

The image-query response gets presented in a Matlab Figure-window containing 

a grid of 4 x 4 thumbnail-images along with their storage path.

6.6 Whole Image Color Codes Based CBIR
The proposed method for image retrieval enables user to perform search on the 

basis of color attributes of entire image. The color code assigned to a pixel is 

designated for broadly describing the color of pixel. Being a broader descriptor, a color 

code can accommodate pixel color variations without affecting corresponding color
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feature. The proposed technique compares normalized global histogram of color codes 

constructed for entire query image with that of images of the database for measuring 

color distribution similarity. The steps involved in reading of image features, their 

processing and computation of similarity index are shown below. These method specific 

steps replace corresponding generic Steps 3 & 4 of Algorithm 4, Section 6.5.

The method specific steps are:

Step 3: Read (extract) whole image color code features of given query image. 

Step 4: For every image-feature-file of target folder,

Read corresponding whole image color code features of the image- 

feature-file of target folder.

Calculate (dis)similarityjndex i = X abs(hqj — h,j) , for 1 < j <= number of 

bins,

Where,

hqj indicates jth bin of normalized histogram of color codes for the 

query image.

hy indicates j th bin of normalized histogram of color codes for i ,h 

image of database .

Preserve path of data base image, needed for display.
Algorithm 5. Whole image color codes based image retrieval.

6.6.1 Performance Evaluation

The performance of the method has been tested on image database of 

SIMPLIcity [Wang, 2001] [SIMPLIcify, on line] consisting of 1000 images. Exhaustive 

performance evaluation has been carried out for four classes of database - Bus, Horse, 

flower and dinosaur. Recall, Precision and F -measure are computed for sample queries 

of each class of images. The performance measures for different similarity cut-offs have 

been tabulated for comparison. Average Recall, Average Precision and Average F - 

measures for the class are tabulated and plotted along with P - R curves for query 

responses.
6.6.1.1 Query Image Class: Bus

o The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on 

line] consisting of 1000 images has been shown in Table 7 for

11 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different 

similarity cut-offs &
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■ 56 queries

o The selected query images possess variations in object-poses, number of 

foreground objects, object-colors, backgrounds and illumination conditions.
Table 7. Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Bus.

Similarity
cut-off

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

Total 
relevant 

images in 
the

database - 
Total

Recall 
r = rr / 
Total

Prec
ision
P = 
rr/ 

total

F
meas
ure = 
2/

(1/P + 
1/r)

25 53 82 0.53 0.64 0.58
1 30 45 65

100

0.45 0.69 0.54
2 40 25 31 0.25 0.81 0.38
lii 50 13 16 0.13 0.81 0.22
p 60 4 6 0.04 0.66 0.08
■ 70 1 1 0.01 1.00 0.02

25 55 70

100

0.55 0.79 0.65
fl 30 46 54 0.46 0.85 0.60
fc 40 30 33 0.3 0.91 0.45

19 19 0.19 1.00 0.32
!! 6o 7 7 0.07 1.00 0.13
1

25 68 99

100

0.68 0.69 0.68
■ 30 60 75 0.6 0.8 0.69
| 40 31 37 0.31 0.84 0.45
1 50 17 18 0.17 0.94 0.29
C 60 7 7 0.07 1.00 0.13

25 33 105

100

0.33 0.31 0.32
■ 30 27 80 0.27 0.34 0.30
K 40 13 35 0.13 0.37 0.19
1 50 6 14 0.06 0.43 0.11
_ 60 3 5 0.03 0.6 0.06

25 32 72

100

0.32 0.44 0.37
* 30 24 51 0.24 0.47 0.32

40 15 26 0.15 0.58 0.24
y 50 6 10 0.06 0.6 0.11

60 2 2 0.02 1.00 0.04

25 27 184

100

0.27 0.14 0.18
J1 30 22 140 0.22 0.15 0.18
| 40 9 61 0.09 0.15 0.11
f 50 5 23 0.05 0.21 0.08
t 60 1 7 0.01 0.14 0.02

Query Image

300.ic

310.jpg

358.ir

315.ii:

319.ii
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Table 7 (Contd.). Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Bus.

Query Image Similarity
cut-off

Retrieved 
relevant 
images - 

rr

total
retrieved 
images - 

total

Total 
relevant 

images in 
the

database 
- Total

Recall 
r = rr / 
Total

Preci
sion
P = 
rr/ 

total

F
meas
ure = 
2/

(1/P + 
1/r)

365 jpg 25 60 174

100

0.60 0.34 0.43

Tr:iW 30 52 132 0.52 0.40 0.45
40 35 68 0.35 0.51 0.42
50 11 18 0.11 0.61 0.19
60 5 8 0.05 0.63 0.09

388.jpg 25 62 101

100

0.62 0.61 0.61

^ A * -MWi

30 50 78 0.50 0.61 0.55
40 33 46 0.33 0.71 0.45
50 11 17 0.11 0.65 0.19
60 8 9 0.08 0.89 0.15

366.jpg 25 26 187

100

0.26 0.13 0.17
30 19 145 0.19 0.13 0.15
40 8 88 0.08 0.09 0.08
50 5 47 0.05 0.10 0.07

Vi i 60 5 15 0.05 0.33 0.09

344.jpg 25 43 54

100

0.43 0.80 0.56
__ ^ 1 ■ 30 37 41 0.37 0.90 0.52

40 23 23 0.23 1.00 0.37
50 15 15 0.15 1.00 0.26
60 5 5 0.05 1.00 0.10

369.jpg 25 48 138 0.48 0.35 0.40
30 40 102 0.40 0.39 0.39
40 20 46 100 0.20 0.43 0.27
50 8 13 0.08 0.62 0.14

' 60 4 5 0.04 0.80 0.08

The average Recall and average Precision for the query image class bus for

different similarity cut-offs have been tabulated in Table 8. Corresponding P - R curves 

of sample queries of the table along with average Precision & average Recall are 

shown in Figure 51. Average Precision, average Recall and average F-measures for 

different similarity cut-offs for the query images of Table 8 has been plotted in Figure 52.
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Figure 51. P- R curves (whole image color codes). Class - Bus.

Average Precision, Recall & F Measure at 
Different Similarity Cut-off Values: Whole 

Image Color Codes - Buses

-Average Precision 

- Average Recall 

Average F-Measure

Figure 52. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes). 
Class - Bus.

Following points are observed:

o The nature ot obtained P - R curves matches with the practical P - R curves, 

o Stricter similarity cut-off increases the Precision at the cost of Recall.

Table 8. Average Recall. Average Precision & Average F -measure. (Whole image color codes). Class - Bus.

Similarity
cut-off

Average
Recall

Average
Precision

Average F measure 
= 2/ (1/Avg.p + 1/Avg.r)

25 0.46 0.48 0.47
30 0.38 0.52 0.44
40 0.22 0.58 0.32
50 0.11 0.63 0.18
60 0.05 0.73 0.09
70 0.01 1.00 0.02

P - R Curves ( Whole Image Color Codes) Buses
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o Despite vast variations in bus colors, background, poses and illumination 

conditions, high recall with good precision is achievable for many sample 

queries.

o For many queries, Precision of 1.0 is achieved.

o The Precision and recall are poor for query images having orange / yellow 

colored buses as other image-classes contain images of similar color 

distribution.

o Range of average performance measures for the class 

100 % of average Precision for 1 % of average Recall 

• 48 % of average Precision for 46 % of average Recall

■ Giving 52 % of fall in average Precision to raise average Recall by 45 % 

o The value of average Recall at average Precision of 0.5 is 0.41 - a reasonably 

good performance measures.

o Increase in the user selected similarity cut-off indicates higher threshold for the 

similarity measures for retrieving very similar images. As a result, average 

Recall falls down due to elimination of images having lesser similarity and 

average Precision increases as retrieved images are very similar due to higher 

cut-off resembling Precision - Recall behavior of any practical CBIR system. 

6.6.1.2 Query Image Response Examples: Class - Bus

The query responses of a bus image [Wang, 2001] [SIMPLIcity, on line] at two 

different similarity cut-offs have been shown in Figure 53 and Figure 54.

Image Database 
Size: 1000

Query Image
310.jpg

Response at Similarity cut-off 60

rr - 7 , total - 7 , Total - 100, r - 0.07 , p - 1.00

e: UEUi mage, o hgUtest 1UtmpU31 Ojpg e UEWimage origUtest1UtmpU331 jpg e UEUimage.origUtest1UtmpU316 jpg e UEUimage ongUtest1UtmpU3l3.jpg

e UEEUimage origUtestn\tmpU308 jpg e UEWimage origUtest1UtmpU328.jpg e UEUimage origUtest1UtmpU381 jpg

Figure 53. Query response of a bus image at similarity cut-off 60.

121



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

Image Database 
Size: 1000

Response at Similarity cut-off - 40

rr - 30 , total - 33 , Total - 100, r - 0.3 , p - 0.91

e UEUimage ongUtestlU310.jpg e UEUimage.orlgUtestn\331 jpg

e UEUimage origUtest1U308 jpg

e UEUimage origUtestlU306.jpg

e UEUlmage.ongUtestlU326.jpg

e UEU image origUtest 1U334 jp

e UEUimage ongUtest1U3l 6 jpg

WfF’j '

e UE 28. jpg e UEUimage origUtest 1U381 jpg

e UEUimage.origUtest 1U313 jpg

e UEUiinageorigUtest1U361 jpg

e UEUimage origUtest 1U357 jp

e UEUimage orig\\test1U366jpg e UEUimage ortgUtest1U364.jpg

e UEUimage.ongUtestl W344 jpg

e UEUimage ongutest 1U385 Jpg

e:\tEUimage.ongt\test1UtmpU368 jpg e UEUimage origUtestlUtmpU3S2 jpg e:UEUimage.ongUtestlUtmpU364 jpg e UEUimage origUtest lutmpU30l jpg

I warn

e UEUimage.ortgUtest1UtmpU302.jpg e UEUimage ongUtestn\tmpU377 jpg e UEUimage ongUtestlUtmpU373 jpg e UEUimagearigUtest1utmpU336|pg

e:UEUir >40 jpg e UEUimage ongutest 1UtmpU320 jpg e:UEUimage .origUtestl UtmpU686 jpg e UEUimage origUtest1UtmpU344_lg_1 jpg

UEUimage origUtestl UtmpU302 jpg e UEUimage OftgUtest1UtmpU388 jpg erUEUimage ongUtestiUtmpU83S jpg e UEUimage origUtest iutmpu336 |pg

eitEUimage origUtest 1UtmpU330 jpg

Figure 54. Query response of a bus image at similarity cut-off 40.
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6.6.1.3 Query Image Class: Horse

o The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on 

line] consisting of 1000 images has been shown in Table 9 for

• 6 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different 

similarity cut-offs &

• 29 queries

o The selected query images possess variations in object-poses, number of 

foreground objects, object-colors, backgrounds and illumination conditions, 

o The foreground objects constitute relatively lesser percentage-portion of the 

image compared to image class bus.

o Relatively less variations in the background color distributions among images 

of the class.

Table 9. Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Horse.

Query Image Similarity
cut-off

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

Total 
relevant 

images in 
the

database 
- Total

Recall 
r = rr / 
Total

Prec
ision
P = 
rr/ 

total

F
measur
e = 2 / 
(1/P + 

1/r)

700.jpg 25 53 92

100

0.53 0.57 0.55
30 51 81 0.51 0.63 0.56
40 34 56 0.34 0.61 0.44
50 17 27 0.17 0.63 0.27
60 7 13 0.07 0.54 0.12
70 3 5 0.03 0.6 0.06

^ 725jpgMi
25 71 96

100

0.71 0.74 0.72
30 69 93 0.69 0.74 0.72
40 61 73 0.61 0.84 0.71
50 48 54 0.48 0.89 0.62
60 27 36 0.27 0.75 0.40
70 13 15 0.13 0.87 0.23

744.jpg 25 33 53

100

0.33 0.62 0.43

Net
30 26 42 0.26 0.62 0.37
40 14 21 0.14 0.67 0.23
50 7 11 0.07 0.64 0.13
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Table 9 (Contd). Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes).

Class - Horse.

Query Image

Retrieved 
Similarity relevant 
cut-off images -

total 
retrieved 
images - 

total

78
73
57
41_
23

Total 
relevant 

images in 
the

database 
- Total

100

Recall
Prec
ision

r = rr / p = 
Total rr/

total

0.7
0.68
0.54
0.41
0.23

0.90
0.93
0.95

1
1

95
86
70
55
34
14

100

0.81
0.76
0.65
0.54
0.33
0.14

0.85
0.88
0.93
0.98
0.97
1.00

F
measur 
e = 2 / 
(1/P + 

1/r)

0.79
0.79
0.69
0.58
0.37

0.83
0.82
0.76
0.70
0.49
0.25

The average Recall and average Precision for the query image class horse for 

different similarity cut-offs has been tabulated in Table 10. The P - R curves for sample 

queries of the table and corresponding average Precision & average Recall are shown 

in Figure 55. Average Precision, average Recall and average F-measures for different 

similarity cut-offs for the query images of Table 10 have been plotted in Figure 56.

Table 10. Average Recall, Average Precision & Average F - measure. (Whole image color codes). Class - Horse.

Similarity
cut-off

Average
Recall

Average
Precision

Average
F measure = 2 / (1/Avg.p + 1/Avg.r)

25 0.55 0.76 0.64
30 0.52 0.80 0.63
40 0.41 0.81 0.55
50 0.30 0.85 0.45
60 0.25 0.85 0.39
70 0.13 0.87 0.23
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•Average 
■ Expon. (Average)

0.2 0.4 0.6 0.8 1

Recall

Figure 55. P- R curves (whole image color codes). Class- Horse.

Average Precision, Recall & F Measure at 
Different Similarity Cut-off Values: Whole 

Image Color Codes - Horses

Average Precision 

-■—Average Recall

Average F - 
Measure

Similarity Cut-off

Figure 56. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes). 
Class - Horse.

P - R Curves (Whole Image Color Codes) Horses
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Following points are observed:

o The nature of obtained P - R curves is close to ideal P - R curves for some of 

the query images.

o For the variations in colors & poses of foreground objects, background and 

illumination conditions, high recall with good precision is achievable for many 

sample queries.

o Stricter similarity cut-off increases the Precision at the cost of Recall, 

o For many queries, Precision of ] .0 is achieved, 

o For many queries, Recall greater than of 0.7 is achieved, 

o The uniqueness of the background colors combined with foreground colors 

ends up with color distributions not common in the images of other classes 

giving very good performance measures.

o Range of average performance measures for the class

• 87 % of average Precision for 13 % of average Recall

• 76 % of average Precision for 55 % of average Recall

• Giving only 11 % of fall in average Precision to raise average Recall by 

42%.

o The exponentially extended trend line is well above Precision = (0.5) line and 

does not intersect average Recall till its maximum possible value, implies more 

than 50% of average Precision for all average Recall values indicating 

exceptionally good performance measures.

6.6.1.4 Query Image Response Examples: Class - Horse

The query response of a horse image [Wang, 2001] [SIMPLIcify, on line] at 

similarity cut-off 25 has been shown in Figure 57. The Recall of 71% with Precision of 73% 

at similarity cut-off of 25 is remarkable, giving 0.72 as F-measure. The query response of 

another image consisting of two horses has been shown in Figure 58 giving 100 % 

precision with Recall of 14%.
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Query Image
725.jpg

Response qt Similarity cut-off - 25

Image Database 
Size: 1000

rr-71 , total - 96, Total-100, r-0.71 ,p-0.73

e UEUimagB ongUtestl U!mpN725 jpg

e UEUtmage origUtest1UtmpU7i 6 jpg

HB
e UEU image ongUtestl UtmpU760 jpg

e UEUimage ongUtestiUtmpU729 jpg

e UEHvnage 0hgUtest1\UmpU764 jpg

e UEU image ongUtestl UtmpU70S jpg

e UEUtmage ongUtest1utmpU788 jpg

e UEUimage.origutest1UtmpU726.jpg

e UEXUmage ongUtest1UtmpU789 jpg

e UEUimage origttteetlUtmpU706 jpg

e UEUimage ongUtestl UtmpU4 jpg

e UEUimage ongUtestl UtmpU67 6 jpg

e UEUimage ongUtestl UtmpU707 jpg

e UEUimage ongUtestl UtmpU77D jpg

e UEUimage ongUtestl UtmpUl 53 jpg

e UEUimage ongUtestl UtmpU797 jpg

e UEUimage ongUtestl UtmpU790 jpg

e UEUimage ongUtestl UtmpU778 |pg

1

e UEUimage ongUtestlUtmpU733 jpg

e UEUimage ongUtestl UtmpU730 ipg

e.UEUimage ongUtestl UtmpU783 jpg

e I'EUimage.origUtest 1 UtmpU734 jpg

e UEUimage ongUtestl utmpU749 jpg

e HEXumage ongUtest 1 UtmpU736 jpg

Figure 57. Query response of a horse image at similarity cut-off 25.
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e UEMimageongUtesH UtmpW747.jpg

e:UE\Umage.ortgUtest1 Utmp\\7Sajpg

e UEUimage ong\\testUUmpU766 jpg

el\E\limaga.ongUtest1\UmpU793jpg

e \\EUimage.origUtest1tttmp\\7Sl jpg

e UEWimage origUtestU\tmpU796 jpg

e \UE\\image origUtest1\\tmpU700 jpg

e ttEUimage ongUtest1\\tmpU34 jpg

e\\EUimage.ong\\test1Utmptt70l jpg

e UEUimage.ongUtest1tttmpU792 jpg

-4t

&UEUimageongUtest1UtmpH794 jpg

E
e:UEUimage.origtttest1tttmpU739 jpg

e 'lEUimage 0rigUtestHttmpU768.|pg

e HEUimage 0rigUtest1UtmpU711 jpg

e <tE\> image ongUtest1UtmpU704 jpg

e tlEUimage origUtesmitmpU766 jpg

e ttE\*image.origtttest1\Ump\\757 jpg

e UEUimage ongUtest1WtmpN708 jpg

e >\EV.image origtttest1tttmpU731 |pg

i-'r

e \*EUimage origUtestHUmpU745 jpg

e ViB\image origUtest 1 UtmpU743 jpg

e UEUimage ongUtest1UtmpU799 jpg

e WEUimage origHtest HUmpl‘710. jpg

e UEUimage origtttest 1 Utmp\(721 jpg

e UEUimage ongUtest1UtmpU680 jpg

e UEUimage ongUtest1utmpN792 jpg e UEHimage ongUtestintmpU746 jpg

%iU
e UEUimage origUtest1\\tmpU775 jpg

Figure 57 (Contd.). Query response of a horse image at similarity cut-off 25.
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e:UEUimage.origUtest1UtmpUS3jpg

eUEUimageongUtest 1UtmpU724.jpg

e UEUimage origUtest1utmpU781 jpg

V-.'i

e UEUimage.ongUtestlutmpW535jpg

e. UEUimage origUtest! UtmpU867jpg

e UEUimage origUtest! UtmpU776 jpg

e UEUimage origUtest! UtmpU86S |pg

e itEUimage origUtest!UtmpU33 jpg

e. UEUimage. origUtest 1UtmpU712 jpg

eUEUimage origUteetlUtmpUfi)! jpg

e UEUimage origUtest!UtmpU744 jpg

eUEUimage ongUlesHUtmpUS74 jpg

e.WEUimage.origutestlUtmpU7a9.jpg

e:UEUimage.origutestlutmpU7S9 jpg

e UEUimage origUtest 1UtmpU247jpg

e:UEUimage.origUtesm\tmpueoi_bg_Ojpg

eUEUimage. origUtest lUtmpUSO! jpg

e:UEUlmage.orlgUtestlUtmpU713 jpg

e UEUimage.origUtest1UtmpU679.jpg

e UEUimage origUtest! utmpU723jpg

e UEUimage origUtest! UtmpU966 jpg

e UEUimageongUtest!UtmpU737 Jpg

e UEUimage ongUtest!UtmpU48 jpg

e UEUimage origUtest! Utmpl\792 jpg

e. UEUimage.origUtest! UtmpU761 jpg

e UEUimage origUtest!UtmpU79l jpg

e UEUimage origUtest 1 Utm pU 14 jpg

e:UEUimage.orifltttesliUtmpU736 jpg

e UEUimage origUtest 1 UtmpU748. jpg

e UEUimage ortgUtest!UtmpU727jpg

e UEUimage origUtest !UtmpU509 jpg

e:UEUimage.ongUtest1UtmpU3l jpg

Figure 57 (Contd.). Query response of a horse image at similarity cut-off 25.
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Image Database 
Size: 1000

Response at Similarity cut-off 70

rr- 14,total- 14, Total - 100, r - 0.14 , p - 1.0

e WEWimage ortguiestnvtmpW70l ipg e WEWimage origWtestiWtmpW742 jpg e WEWimage ongntestlutmpU783.jpg 0 US'image ortgntestiWtmpW765 |pg

e VIEWimage orlgutestlwtmpU794.|pg e WEWimage origWtestnumpW730|pg e WEWimage ortgutestltttmpu758 jpg 9 UE\UmageoflgntestiwtmpW745jpg

e WEWimage ortgWtestHUmpU705.|pg e WEWimage origWtestlWtmpW75i |pg e WEWimage origWlest1wtmpW747 jpg e VIEW image origWtestl UtmpU7i 8 jpg

e WEWimage ongUtest1v\tmpW707 jpg e WEWimage origWtestUVtmpW743 jpg

'4i.

Figure 58. Query response of another horse image at similarity cut-off 70.

6.6.1.5 Query Image Class - Flower

o The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on 

line] consisting of 1000 images has been shown in Table 11 for

10 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different 

similarity cut-offs 

• 44 queries
o The selected query images possess variations in object-poses, number of 

foreground objects, object-colors, backgrounds and illumination conditions, 

o The foreground objects generally constitute significant portion of the image.
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Table 11. Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Flower.

Query Image
Similarity
cut-aff

Retrieved 
relevant 
images - 

rr

tatal 
retrieved 
images - 

total

Total 
relevant 

images in 
the

database 
- Total

Recall 
r = rr / 
Total

Precision 
p = rr/ 
total

F
measure

= 2/ 
(1/P +

1/r)

602.ipq 25 21 28

57

0.37 0.75 0.49

'Q ‘ «r' '

30 16 21 0.28 0.76 0.41

40 13 14 0.23 0.93 0.37

50 9 9 0.16 1 0.27

60 3 3 0.05 1 0.10

606.jpg 25 34 43

57

0.60 0.79 0.68

□
30 29 31 0.51 0.94 0.66

40 17 18 0.31 0.94 0.45

50 9 9 0.16 1 0.27

60 2 2 0.03 1 0.07

644.jpg

[J 40 14 20
24

0.58 0.7 0.64

50 13 15 0.54 0.87 0.67

60 5 5 0.21 1 0.34

655.jpg

5740 17 21 0.30 0.81 0.44

50 8 8 0.14 1 0.25

60 3 3
0.05

1 0.10

656.ipq 25 4 6

9

0.44 0.67 0.53

#
30 4 4 0.44 1 0.62

40 1 1 0.1 1 1 0.20

50 1 1 0.11 1 0.20

60 1 1 0.11 1 0.20
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Table 11 (Contd.). Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Flower.

Query Image
Similarity
cut-off

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

Total 
relevant 

images in 
the

database 
- Total

Recall r 
= IT/ 

Total

Precision 
p = rr/ 
total

F
measure 

= 2 / 
(1/P + 

1/0

^69^pa
25 4 4

57

0.07 1 0.13

30 3 3 0.05 1 0.10

40 3 3 0.05 1 0.10

50 2 2 0.03 1 0.07

60 1 1
0.02

1 0.03

40 14 18
24

0.58 0.78 0.67

50 6 6 0.25 1 0.40

60 2 2
0.08

1 0.15

682.jpg 25 9 24

57

0.15 0.38 0.22

30 5 18 0.09 0.28 0.13

40 4 11 0.07 0.36 0.12
V|V

50 2 7 0.03 0.29 0.06

60 1 2 0.01 0.50 0.03

IH3MI 25 30 35

57

0.53 0.86 0.65

30 26 28 0.46 0.93 0.61

40 16 16 0.28 1.00 0.44

50 7 7 0.12 1.00 0.22

60 3 3 0.05 1.00 0.10

621 .jpg 25 51 56

57

0.89 0.91 0.90

M 30 28 31 0.49 0.90 0.64

40 18 20 0.32 0.90 0.47

■ 50 8 8 0.14 1.00 0.25

60 5 5 0.09 1.00 0.16
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P - R Curves (Whole Image Color Codes) - Flowers

—♦— 602.jpg

—■— 606.jpg
X 644.jpg

—•— 655.jpg
X 656.jpg

—I— 675.jpg
696.jpg
682.jpg
618.jpg
621.jpg

■ Average
Expon. (Average)

Recall

Figure 59. P- R curves (whole image color codes). Class- Flower.

The average Recall and average Precision for the query image class flower for 

different similarity cut-offs has been tabulated in Table 12. The P - R curves for sample 

queries of Table 11 and corresponding average Precision & average Recall are shown 

in Figure 59. Average Precision, average Recall and average F-measure for different 

similarity cut-offs for the query images of Table 12 have been plotted in Figure 60.

Table 12. Average Recall, Average Precision & Average F - measure. (Whole image color codes). Class - Flower.

Similarity
cut-off

Average
Recall

Average
Precision

Average
F measure = 2/(1 /Avg.p + 1 /Avg.r)

25 0.44 0.76 0.55
30 0.33 0.83 0.47
40 0.24 0.84 0.37
50 0.17 0.92 0.29
60 0.07 0.90 0.13
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Average Precision, Recall & F Measure at 
Different Similarity Cut-off Values: Whole 

Image Color Codes - Flowers

—♦— Avsrage Precision 

—■— Average Recall 

Average F Measure

Figure 60. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes). 

Class - Flower.

Following points are observed:

o The nature of obtained P - R curves is close to ideal P - R curve for some of 

the query images and similar to practical P - R curves for majority of query 

images.

o For the variations in colors & poses of foreground objects, background and 

illumination conditions, high recall with good precision is achieved for many 

sample queries.

o Stricter similarity cut-off increases the Precision at the cost of Recall, 

o For many queries, Precision of 1.0 is achieved.

o Poor Precision and Recall values for image 682.jpg are because of blurred 

(filtered) background constituting major portion of the image, 

o At lower cut-offs, images of colored human faces and served restaurant food 

also gets retrieved because of similar visual cues (Figure 61). 

o Range of average performance measures for the class 

• 90 % of average Precision for average 7 % of Recall

■ 76 % of average Precision for 44 % of average Recall

■ Giving only 14 % of fall in average Precision to raise average Recall by 

37%.

o The exponentially extended trend line is well above Precision = (0.5) line and 

not intersecting till average Recall value of 1, implies average precision 

above 50% for all average Recall values - good performance measures.
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6.6.1.6 Query Image Response Example: Class - Flower

The query response of a flower image [Wang, 2001] [SIMPLIcity, on line] having 

typical foreground colors is shown for similarity cut-off of 40 in Figure 61. The Recall is 

calculated for total of 57 red / pink colored flower images of the database.

Query Image
655.jpg

Image Database 
Size: 1000

Response at Similarity cut-off 40

rr - 17 , fofal - 21 , Tofal - 57, r - 0.298 , p - 0.809

eA\Ettimage.ongtttest1tttmptt666 jpg e UEUimage origtttest1tttmptt662 jpg e:\lEttlmage.origtttest1 tttmptt807.jpg e ttE\Umage.origtttest1tttmptt632|pg

ettEttli 538 jpg e UEUimage o ,Umptt678jpg e UEUimage ongtttest1tttmptt606|pg e UEUimage origtttBSt1UtmpU612.jpgr
m

e ttEUimage.origUtest1tttmpU923.jpg e UEUimage ongtttest1Utmptt621 jpg e UEttimage ongtttest1tttmptt669|pg e r^Ettimeige origtttest1tttmptt635 jpg

■S
e:ttEtttmage ongtttestitttmptt74 jpg e-UEttimage origtttestitttmptt82 jpg e:UEttimage ongtttestlUtmptt629 jpg eAlEttimage origtttest1tttmptt66l jpg

eA^Ettirrage origtttest1Utmptt7 jpg e \'Ettimage origtttest1Utmpttftl5 jpg e UEUimage ongtttestltttmpU618 jpg e UEUimage ongtttest1UtmpU626|pg

e:UEttimage ongtttestlUtmpU624 jpg

Figure 61. Query response of a flower image at similarity cut-off 40.
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6.6.1.7 Query Image Class - Dinosaur

o The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on 
line] consisting of 1000 images has been shown in Table 13 for 

■ 6 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different
similarity cut-offs &

• 32 queries
o The selected query images possess variations in object-poses, object-colors, 
o The backgrounds are simple, multi-color toned & non-textured. 
o The foreground objects constitute relatively lesser percentage-portion of the 

image compared to image class bus.

Table 13. Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Dinosaur.

Query Image
Similar

ity
cut
off

Retrieved 
relevant 
images - 

rr

total
retrieved 
images - 

total

Total 
relevant 

imaqes in 
the

databas 
e - Total

Recall 
r = rr / 
Total

Precisi 
on p = 

rr/ 
total

F
measure = 
2/ ( l/p +

1 /r)

406.jpg 25 42 53

100

0.42 0.79 0.55
30 35 46 0.35 0.76 0.48
40 28 34 0.28 0.82 0.42
50 20 24 0.2 0.83 0.32
60 12 14 0.12 0.86 0.21
70 7 7 0.07 1 0.13

408.jpg 25 52 79

100

0.52 0.66 0.58
30 48 72 0.48 0.67 0.56
40 28 40 0.28 0.7 0.40
50 20 25 0.2 0.8 0.32
60 8 8 0.08 1 0.15
70 2 2 0.02 1 0.04

415-jpg 25 13 21

100

0.13 0.62 0.21
30 11 13 0.11 0.85 0.19
40 6 7 0.06 0.86 0.11
50 4 4 0.04 1 0.08
60 2 2 0.02 1 0.04
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Table 13 (Contd.). Precision, Recall & F -measure at different similarity cut-offs. (Whole image color codes). Class - Dinosaur.

Query Image

Similar
ity

cut
off

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

Total 
relevant 

images in 
the

databas 
e - Total

Recall 
r = rr / 
Total

Precisi 
on p = 

rr/ 
total

F
measure = 
2/ ( l/p +

1 /r)

429.jpg

r
25 26 26

100

0.26 1 0.41
30 22 22 0.22 1 0.36
40 l 4 14 0.14 1 0.25
50 9 9 0.09 1 0.17
60 5 5 0.05 1 0.10

455.jpg 25 47 75

100

0.47 0.63 0.54
30 44 61 0.44 0.72 0.55
40 30 35 0.3 0.86 0.44
50 14 16 0.14 0.88 0.24
60 6 7 0.06 0.86 0.11

475.jpg 25 49 59

100

0.49 0.83 0.62
30 44 48 0.44 0.92 0.59
40 28 28 0.28 1 0.44
50 10 10 0.1 1 0.18

re Is 60 3 3 0.03 1 0.06

Table 14 lists the average Recall and average Precision for the query image class 
dinosaur for different similarity cut-offs. The P - R curves for sample queries of the table 
and corresponding average Precision & average Recall are shown in Figure 62. 
Average Precision, average Recall and average F-measures for different similarity cut
offs for the query images of the Table 14 have been plotted in Figure 63.

Table 14. Average Recall, Average Precision & Average F - measure. (Whole image color codes). Class - Dinosaur.

Similarity
cut-off

Average
Recall

Average
Precision

Average
F measure = 2 / (1/Avg.p + 1/Avg.r)

25 0.33 0.75 0.46
30 0.34 0.82 0.48
40 0.22 0.87 0.36
50 0.11 0.92 0.20
60 0.08 0.95 0.15
70 0.05 1 0.09
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P - R Curves ( Color Codes) Dinosaurs

-*— 406.jpg 
408.jpg 

-■— 415.jpg 
-x-429.jpg 

455.jpg 
475.jpg 
Average

----- Expon. (Average)

Recall

Figure 62.. P- R curves (whole image color codes). Class- Dinosaur.

Average Precision, Recall & F Measure at Different 
Similarity Cut-off Values: Whole Image Color Codes - 

Dinosaurs

-Average Precision 

Average Recall 

Average F Measure

Figure 63. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes). 

Class - Dinosaur.

Following points are observed:

o The nature of obtained P - R curves is close to ideal P - R curve for some of 

the query images and similar to practical P - R curves for majority of query 

images.

o For the variations in colors & poses of foreground objects high recall with 

good precision is achieved for many sample queries.

o Stricter similarity cut-off increases the Precision at the cost of Recall.

Pr
ec

is
io

n

138



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

o For many queries, Precision of 1.0 is achieved, 

o Range of average performance measures for the class 

• 100 % of average Precision for 5 % of average Recall

■ 75 % of average Precision for 33 % of average Recall

■ Giving 25 % of fall in Precision to raise Recall by 28 %.

o The exponentially extended trend line intersects average Precision = (0.5) line 

at average Recall at value 0.95 (approx.) implies good performance 

measures.
6.6.1.8 Query Image Response Example: Class - Dinosaur

The query response of a dinosaur image [Wang, 2001 ] [SIMPLIcity, on line] is 

shown for similarity cut-off of 40 in Figure 64.

Query Image
455.jpg

Response at Similarity cut-off 40.

rr - 30 , total - 35 , Total - 100, r - 0.3 , p - 0.85

Image Database 
Size: 1000

e UEMimagB onginestnttmpi\4S5 jpg

e UEUunage ongUtast1ttImpUfi33 jpg

e UEHimage ong\Uesl1«Imp0406 jpg

e UEttimage c ngutest 1 lUmptt443 jpg

e 'euimaga ongntesnutmptwn jpg

e ttEUlmage ongWtesti\*lmpU46i jpg

e HEUimage ortgtttes1lUtmp\W89 jpg

e 'lE\timageortgUtestlttlmptV446jpg

s UEUimage ongttlestIUtmplWOS jpg

e ’.'EUimaga ortgUtest1Utmplt437 jpg

e.UEUimagp ongUlest 1 utmpU496jpg

—me
b tlEX'image ortgUlestnUmp'.v49i jpg

b WEUimage ongt>testiutmptt48b jpg

e UEUimagB ongdtestiUlmpU447 jpg

e UEUimag* ong«test1>Ump>\683 jpg

e tiEUimage ongdtestlUlmptt457 jpg

Figure 64. Query response of a dinosaur image at similarity cut-off 40.
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e KEttimage onguteetlUtmpV'435 jpg e "E'umage ongutestmtrrpv.413 jpg

V
a WE u image ongUte6tlUtmpu47S.jpg

7*
e \iEUirmge ongUtestlUtmpx\496 jpg

-xnC
e UEttimage ongUtestUUmp<>6l' jpg e "EHimage origtftest1UtmpU2S6|pg

nm
e WEMimage OrigUteStU'tmp11405 jpg e WEHimage OflgWtes11Vl!mp«407 |pg

IX
eUEUimage ongiuestl«tmp»'442 jpg

7^
e MEUimagB.origl\test1»lrrpU436 jpg e.WEttlmage origUtestH\tmpU482.jpg

TT"
e MEUimage ongUtesUUtmpU423 jpg

eUEUimage ongUtestUUmpi\492 jpg

7f o
a.WEttlmage ortguiestlWtmpU487 jpg e UEWimage origtttest1UtmpH446 jpg

e:UEUimage origtttest1UtmpU40i jpg eUEUimage ongWtestlUtmp\\493 jpg e UEttimage ortgUtest 1 UtmpU461 jpg

Figure 64 (Contd.). Query response of a dinosaur image at similarity cut-off 40.

6.6.1.9 Query Image Response Examples: Other Classes

The query responses shown in Figure 65 & Figure 66 can well illustrate the issue of 

subjectivity involved in the intention of user and image content description. Is user 

intending to retrieve blue skied images or images of blue sky with white clouds? Or, is he 

aiming to get seashore images or images containing water? The answer will determine 

the number of relevant images retrieved and hence the Precision, Recall & finally the 

performance of the system. The Figure 67 to Figure 70 show the query responses of 

images of other classes of SIMPLICity [Wang, 2001] [SIMPLIcity, on line].
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Response at Similarity cut-off 60.

Image Database 
Size: 1000

eUEUimagB.origUtest1Uia2.jpg

e:UEU image origWtest1U812.jpg

e:UEWimage origutesti W299. jpg

e:UEUimage origutesti U682 jpg

£

e MEW i mage origutesti U183 jpg

e UEUimage origutesti U598.jpg

9

e UEUimage origutestiU811 jpg

e UEWimage.orig\\test1U416.jpg

Figure 65. Query response of a sea-shore image at similarity cut-off 60.

Image Database 
Size: 1000

Response at Similarity cut-off 60.

e UEUimage.origutestIUtmpUl 13jpg e UEUimage .origutesti UtmpUl 61 jpg eUEUimage.origUtest1UtmpU875.jpg eUEUimage.origUtest1UtmpU878.jpg

e UEUimage origutestiUtmpU842 jpg e UEUimage origutesti UtmpUl 43 jpg e UEUimage.ongUtest1UtmpU135.jpg e UEUimage origUtest1UtmpU837 jpg

T!
■

a UEUimage ongUtest1UtmpU884 jpg

M
Figure 66. Query response of another sea-shore image at similarity cut-off 60.
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Query Image W- * Image Database
248.jpg Size: 1000

Response: (Similarity cut-off 60)

e UEttimage origUtest1tttmpU248 jpg e WEUimage orig\\test1UtmpU271 jpg ettEUimage origUtest1Utmp\\239 jpg e UEUimage origtttestIHtmpUl 91 jpg

23.

e:UEUimageongUtest1tttmptt241 |pg e UEUimage origUtest1UtmpU278 jpg e.UEUimage ongUtestlUtmp\\897 |pg e UEttimageongUtest1UtmpUi41 jpg

■■■I

<
y,

Xc
e UEUimage origUtestl UtmpU879 jpg

Figure 67. Query response of a sculpture image at similarity cut-off 60.

Query Image
506.jpg

Response: (Similarity cut-off 70)

Image Database 
Size: 1000

Figure 68. Query response of an elephant image at similarity cut-off 70.
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Query Image
503.jpg

Image Database 
Size: 1000

Response: (Similarity cut-off 60)_____________________________________
e ttEUimage origUlest1utmpttS03 |pg e t»EUimageongUtestintmpU567 |pg e UEU image orig»testHUmpUS76jpg e.UEttimage ongutestH\tmpU514.jpg

Figure 69. Query response of another elephant image at similarity cut-off 60.

Image Database 
Size: 1000

Response at Similarity cut-off - 60

e UEftimage origutestiutmpngoo jpg e WEUlmage orlgUte8t1Utmptt966 |pg e WEUlmage origutestiutmp06i |pg e UEUimage oflgUtast1Ulmpu0O |pg

lit

a tiExumage ongUle8tnumpu86.|pg e UEnimage origutastiutmpU963 |pg e UEUimage onguteetiutmpuaas jpg e ttEUimage ongulest1ulmpU98|pg

111 1 i

e UEUimage 0figUlestiUlmpU56.|pg e UEUimage ougUtest1WtmpU964 |pg e UEUimage ongU!est1UtmpU94 jpg a UEUimage 0rigUtest1UtmpU93t ||

eUEUimage ongUtestn\tmpU13.jpg eUEUimage 0rigUtest1UtmpU87 )pg e UEUimage ongUtest1UtmpU47 jpg e UEUimage origUtestlUtmpU96i Jpg

if ^
a UEUimage ongUtestlUtmpW99 jpg e ’ EUimage ongUtestiWtmpU946 jpg e:\iEUimage ongUtestlUtmpV\19|pg a: UEUimage onguteetiutmpuSB |pg

m

Figure 70. Query response of served food image at similarity cut-off 60.
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Image Database 
Size: 1000

Response at Similarity cut-off 70
eUEUimage.orig\uestlUlmpni0.jpg e UEll image origUtestH\tmpU53l |pg

•*1
> ttEUimage o»igWest1uimpU77 jpg e nBiimage ongMtesHUtmp047 jpg

m
e \tEWmage ongWesmttmp«22 jpg e »\E»\image origutesttMmpU976 |pg e UEUimage origUtest1utmpW96 jpg e tiEtttmage ongUlesin\tmpU5dfi jpg

ae ttEtt image ongUtesti tttmpUS jpg

Figure 71. Query response of an image of a tribal man with color painted on face at similarity cut-off 60.

The average Recall, average Precision and average F-measures for all test 
queries have been tabulated in Table 15 and class wise P - R curves and method 
average P - R curves are shown in Figure 72. The average Recall, average Precision and 
average F-measures tor all test queries for the method have been plotted in Figure 73.

Table 15. Average Recall, Average Precision & Average F - measure. (Whole image color codes). All queries for the method.

Similarity
cut-off

Average
Recall

Average
Precision

Average
F measure = 2/(1 /Avg.p + 1 /Avg.r)

25 0.44 0.69 0.54
30 0.39 0.74 0.51
40 0.27 0.78 0.40
50 0.17 0.83 0.29
60 0.11 0.86 0.20
70 0.06 0.96 0.12
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Average P - R Curves for image-classes (Whole Image 
Color Codes) & Average for the Method

-■— Class average - Bus 

Class average - Horse 

-x— Class average - Dinosaur 

-*— Class average - Flow er 

Average for the method

• Expon. (Average for the 
method)

Figure 72. P- R curves (whole image color codes). All queries for the method.

Average Precision, Recall & F Measure at Different Similarity 
Cut-off Values for the method: Whole Image Color Codes

Similarity Cut-off

Average Recall (Method)

-■—Average Precision 
(Method)

Average F-measure 
(method)

Figure 73. Average Precision, Average Recall, Average F - measures verses Similarity cut-offs. (Whole image color codes). All 

queries for the method.
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6.6.2 Discussion

o The performance has been evaluated on 1000 images of standard data base 

[Wang, 2001] [SIMPLIcity, on line] consisting of 10 classes of images for total 

161 queries with different similarity cut-offs for 33 query images of 4 different 

classes.

o The method is robust to illumination, pose and view point variations as it is 

based on broader color descriptors.

o- The feature extraction and retrieval methods require lesser computations 

compared to boundary detection based proposed methods, 

o The broader descriptors are characterized to yield higher Recall. So are the 

color codes.

o The method works well even on images of poor quality and low resolutions, 

o The ranking of nearly similar images is high, 

o The method is not sensitive to image scale and rotation, 

o The Precision measures obtained for majority of the queries of all four classes 

are significantly high with good Recall, 

o Range of average performance measures for all queries of all classes

• 96 % of average Precision for 6 % of average Recall

• 69 % of average Precision for 44 % of average Recall

• Giving 27 % of fall in average Precision to raise average Recall by 38%.

o Theexponentially extended trend line intersects average Precision = (0.5) line 

at average Recall at value 0.90 (approx.) implies good performance 

measures.
o The results with proposed method are better than many reported in literature.

6.7 Foreground Color Codes Based CBIR
Foreground based image retrieval enables user to search images on the 

basic of objects contained in the image. The exclusion of background narrows down 

subjectivity induced diversity about the image content. Precisely detected foreground 

encompassing prominent boundaries yielding foreground region attributes and color 

codes of the foreground are used as combined features for image retrieval. The 

normalized histogram constructed for foreground region is compared with that of 

image of image database. The algorithm is applied on color codes of foreground for
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measuring color distribution similarity of foreground regions of images under 

considerations. Following method specific steps replace corresponding generic Steps 3

& 4 of Algorithm 4, Section 6.5 :

Step 3: Read (or extract) foreground color code features of given query image. 

Step 4: For every image-feature-file of target folder,

Read corresponding foreground color code features of the image- 

feature-file of target folder.

Calculate (dis)similarityjndex i = X absfhqj- hij) , for 1 < j <= number of 
Bins, Where,

hqj indicates jth bin of normalized histogram of color codes for the 

query image

hij indicates j th bin of normalized histogram of color codes for i th 

image of database

Store path of data base image, needed for display.
Algorithm 6. Foreground color codes based image retrieval.

6.7.1 Performance Evaluation

The performance of the method has been tested on image database of 

SIMPLIcity [Wang, 2001] [SIMPLIcity, on line] consisting of 371 images. Exhaustive 

performance evaluation has been carried out for two classes of database - Bus and 

flower. Recall, Precision and F -measure are computed for sample queries of each class 

of images for different similarity cut-offs. Average Recall, Average Precision and 

Average F - measures for the class are tabulated to analyze performance of the 

method for given class of images. P - R curves for query responses along with Average 

Precision and Average Recall are plotted for performance analysis. Average Recall, 

Average Precision and Average F - measures are also plotted for different similarity cut

off.

6.7.1.1 Query Image Class: Bus
o The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on 

line] consisting of 371 images has been shown in Table 16 for

11 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different 

similarity cut-offs &

• 57 queries
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o The set of selected query images is same as the set used for image retrieval 

using whole image color codes.

Table 16. Precision, Recall & F -measure at different similarity cut-offs. (Foreground color codes). Class - Bus.

Query Image Similarity
cut-off

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

Total 
relevant 
images in 

the
database

Recall 
r = rr / 
Total

Precision
p = rr / 
total

measure=
2/( l/p +

1/r)
- Total
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Table 16 (Contd.). Precision, Recall & F -measure at different similarity cut-offs. (Foreground color codes). Class - Bus.

Total

Query Image Similarity
cut-off

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

relevant 
images in 

the
database

Recall 
r = rr / 
Total

Precision 
p = rr/ 
total

F
measure^
2/( l/p +

1/r)
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P - R Curves ( Foreground Color Codes) Buses
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—i— 365.jpg 
—— 388.jpg
------366.jpg
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Recall

Figure 74. P- R curves (Foreground color codes). Class - Bus.

Table 17. Average Recall, Average Precision & Average F -measure. (Foreground color codes). Class Bus.

Similarity
cut-off

Average
Recall

Average
Precision

Average
F measure = 2/(1 /Avg.p + 1 /Avg.r)

25 0.40 0.75 0.52
30 0.34 0.75 0.46
40 0.21 0.77 0.33
50 0.11 0.83 0.19
60 0.04 0.93 0.08
70 0.03 1.00 0.06

The average Precision and average Recall for class Bus have been tabulated in Table 

17 and plotted in Figure 74 along with P - R curves for individual bus image query 

responses. The average Recall, average Precision and average F-measures with respect 

to similarity cut-off for all test queries of the class have been presented in Figure 75.
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Following points are observed:

o The nature of obtained P - R curves matches with the practical P - R curves, 

o Stricter similarity cut-off increases the Precision at the cost of Recall, 

o Despite vast variations in bus colors, poses and illumination conditions, high 

recall with good precision is achievable for many sample queries, 

o For all but one queries, Precision of 1.0 is achieved.

o The Precision and recall measures have been improved for all but one 

(319.jpg) query images.

o Improvement in precision is contributed by two factors - only foreground 

region based comparison and reduced image database size, 

o Range of average performance measures for the class 

100 % of average Precision for 3 % of average Recall

• 75 % of average Precision for 40 % of average Recall

• Giving 25 % of fall in average Precision to raise average Recall by 37 %

o The exponentially extended trend line intersects average Precision = (0.5) line 

at average Recall at value 0.9 (approx.) implies quite good performance 

measures for images of the class.

6.7.1.2 Query Response Example: Class - Bus

The query response of a bus image [Wang, 2001] [SIMPLIcity, on line] at similarity 

cut-off of 25 is shown in Figure 76. The Recall of 59 % with 97 % of Precision is to be noted.
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Query
Image

Image Database 
Size: 371

Response at Similarity cut-off 25

rr - 59 , total -61 , Total - 100, r - 0.59 , p - 0.97

eUEUimage ongntest1MmpU3l0.|pg a HEHimage ongUtestnumpu33d |p e'UE'uimage ortgmesmumpU361 |pg a HEriimage 0rtgnteslintmpW33i |pg

a UEMimage ortgutestlutmpH320 jpg e HEHimage origutesnutmpU325 |pg a HEHimage orlgntesm\tmpu364 jpg a UEHimage ortgritest 1 WmpW367 Jpg

aHEHimage .origUtestIUtmpUSO&jpg e HEHimage ongH test 1 \UmpU307 )pg e HEHimage origHtest 1 UtmpU3061pg a HEHimage ongHtest 1HtmpU388 jpg

mar "~r

eHEHimage.origUtest1UtinpH320.jpg e HEHimage ongHtestlUtmpU381 jpg e HEHimage origHtest1UtmpU313.jpg eU£V.imageor1gHtest1HtmpH38S jpg

m
e:HEHimage.origutestlUtmpH302 |pg e HEHimage ortgUtesUUtmpU330 jpg a HEHimage ortgHtest1HtmpH336 jpg a HEHimage origHtest lUtmpU304 jpg

e HEHimage0rtgutest1UtmpH3l7 jpg a HEHimage ongHtestlUtmpH328 jpg e HEHimage ongntastiutmpu355 |pg a HEHimage origHtestnumpU300 jpg

eHEHimagB.origHleet1UtmpM377.jpg a HEHimage ongHtest1HtmpH386 jpg e HEHimage ongritest1UtmpH395]pg a HEHimage ortgUtestlUtmpUSCM jpg

e HEHimage.origUtest1UtmpH30&|pg e >\Eriimage origHtest 1HtmpU396 jpg e HEHimage ongritest1ritrnpH336.|pg e.UEUif 332 |pg

usss
Figure 76. Query response of a bus image at similarity cut-off 25. (FGCC)

152



Evaluation, Enhancement Development & Implementation of Content Based Image Retrieval Algorithms

e HEinmage ortgtttestlUtmpU327.|pg

e UEUImage.ortgUtest1ftlmpU3Q3.jpg

e UEUimage.origUtest1tttmpU301 jpg

■

e UEU image ortgutestiutmpU39* jpg

e '.(E'.umage ortgutest 1 utmpU686 jpg

a UEUimagaortguiestlutmpU32i jpg

e UEUimage orlgutestl Utmp't373 |pg

e UEUimage.orlgUtest1UtmpU384|pg

a UEUimage origUtest1UtmpU3l2 |pg

a UEUimage origUtestlUtmpU332 |pg

e UEUimage origUtestlUtmpU36? |pg

a UEUimage ongUt9Slintmpu369.|pg

a UEUimage ongutestiutmpU4G3.|pg

e UEUimage ori g Utas 11 HI m ptv397 |pg

e UEUimage 0figutestmtmpu344 jpg

a UEUimage oftgutesttutmpu399jpg

i
a UEUimage ongUlest 1 HlmpU317 jpg

Figure 76 (Contd.). Query response of a bus image at similarity cut-off 25. (FGCC)

6.7.1.3 Query Image Class - Flower

o The performance evaluation on image database [Wang, 2001] [SIMPLIcity, on 

line] consisting of 371 images has been shown in Table 18 for

10 varieties of query images [Wang, 2001] [SIMPLIcity, on line] for different 

similarity cut-offs &

• 51 queries

o The set of selected query images consists of 8 images used in the set for 

image retrieval using whole image color codes. Two images used in the first 

set have been replaced because of their inferior foreground extraction.
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Table 18. Precision, Recall & F -measure at different similarity cut-offs. (Foreground color codes). Class - Flower.
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Table 18(C'ontd.). Precision, Recall & F -measure at different similarity cut-offs. (Foreground color codes). Class - Flower.

Query Image
Similarity
cut-off

Retrieved 
relevant 
images - 

rr

total
retrieved 
images - 

total

Total 
relevant 

images in 
the

database 
- Total

Recall 
r = rr / 
Total

Precision 
p = rr / 
total

F
rmeasure= 
2/( l/p +

1/r)

682.jpg 25 32 34

57

0.56 0.94 0.70
30 30 31 0.53 0.97 0.68
40 27 28 0.47 0.96 0.63
50 20 20 0.35 1.00 0.52

60 13 13 0.23 1.00 0.37

25 26 27

57

0.46 0.96 0.62
30 25 26 0.44 0.96 0.60
40 20 21 0.35 0.95 0.51
50 18 18 0.32 1.00 0.48

60 15 15 0.26 1.00 0.42

_____621.jpg 25 27 28

57

0.47 0.96 0.63
30 24 25 0.42 0.96 0.59
40 20 21 0.35 0.95 0.51
50 18 18 0.32 1.00 0.48

60 15 15 0.26 1.00 0.42

640.jpg 25 5 5

10

0.5 1.00 0.67
30 4 4 0.4 1.00 0.57
40 3 3 0.3 1.00 0.46
50 2 2 0.2 1.00 0.33

60 1 1 0.1 1.00 0.18

Table 19. Average Recall, Average Precision & Average F - measure. (Foreground color codes). Class - Flower.

Similarity Average Average Average
cut-off Recall Precision F measure = 2/(1 /Avg.p + 1 /Avg.r)

25 0.45 0.68 0.54
30 0.41 0.71 0.52
40 0.35 0.75 0.48
50 0.29 0.80 0.43
60 0.22 0.90 0.35
70 0.16 1.00 0.28
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ooo
0.2 0.4 0.6

Recall

0.8

- Export. (Ausrage)

Figure 77. P- R curves (Foreground color codes). Class- Flower.

Average Precision, Recall & F Measure at Different 
Similarity Cut-off Values : Foreground Color Codes - 

Flowers

1.2 

1

0.8 
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0.2 

0
0 20 40 60 80

Similarity Cut-off

Figure 78. Avg. Precision, Avg. Recall, Avg. F - measures verses Similarity cut-offs. (Foreground color codes). Class - Flower.

The average Precision and average Recall for class Flower have been tabulated in 

Table 19 and plotted in Figure 77 along with P - R curves for individual query responses. 

The average Recall, average Precision and average F-measures for all test queries of 

the class have been presented in Figure 78.
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Following points are observed:

o The nature of obtained P - R curves matches with the practical P - R curves, 

o Stricter similarity cut-off increases the Precision at the cost of Recall, 

o Despite vast variations in foreground colors and illumination conditions, high 

recall with good precision is achievable for many sample queries, 

o For many queries, Precision of 1.0 is achieved for reasonable Recall, 

o Range of average performance measures for the class 

100 % of average Precision for 16 % of average Recall 

• 68 % of average Precision for 45% of average Recall

■ Giving 32 % of fall in average Precision to raise average Recall by 29 % 

o The exponentially extended trend line intersects average Precision = (0.5) line 

at average Recall at value 0.67 (approx.) implies good performance 

measures for images of the class.

6.7.1.4 Query Response Example: Class - Flower

The query responses of two different flower images [Wang, 2001] [SIMPLIcity, on 

line] at lowest similarity cut-off of 25 are shown in Figure 79 & Figure 80 

respectively. The selected query images are of typical foreground colors.

Image Database 
Size: 371

Response at Similarity cut-off 25

e:UEUimage.origUtestltttmpU689 jpg e:\1EUimage ortgUtest1UtmpU694.jpg eUEUimage.origUtestl UtmpU683 jpg e:UE\\image.ongUtestlUtmpU686.jpg

e:UEUimage.ongutest1\\tmpU6l2.jpg eUEUlr 551 jpg

Figure 79. Query response of a flower image at similarity cut-off 25. (FGCC)
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Query Image 
640.jpg

Image Database 
Size: 371

Response at Similarity cut-off 25

Figure 80. Query response of another flower image at similarity cut-off 25. (FGCC)

6.7.2 Discussion

o The performance has been evaluated on 371 images of standard data base 

[Wang, 2001] [SIMPLIcity, on line] consisting of all images of two classes and 

some images from other classes for total 115 queries with different similarity 

cut-offs for 21 query images of 2 different classes.

o The method is not suitable for images containing very small foreground 

objects and objects touching to image boundaries which may not be 

encompassed by prominent boundaries.

o The extracted background excludes background and related features from 

comparison enabling user to perform search based on objects contained in 

the image.

o The method is robust to illumination and less sensitive to pose and view point 

variations as it is based on broader color descriptors of the extracted 

foreground.

o The feature extraction and retrieval methods require significant computations.

o The performance of the method is not sensitive to regions attached to 

foreground objects, because, for given image, such regions can be made to 

constitute small percentage of total extracted foreground by performing 

feature extraction at higher wavelet level. The low resolution and poor
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quality of images affect foreground extraction and hence performance of 

the method.

o The Precision measures obtained for majority of the queries are significantly 

high with good Recall.

o The exponentially extended trend line intersects average Precision = (0.5) line 

of both classes at average Recall at values 0.9 & 0.67 (approx.) respectively, 

imply good performance measures.

6.8 Foreground Shape Correlation Based CBIR
The normalized unsegmented foreground region has been utilized as the 

feature for the image comparison. The method specific steps, replacing Step 3 & 

Step 4 of algorithm specified in Algorithm 4, Section 6.5 are:

Step 3: Read (or extract) normalized unsegmented foreground region features for 

the query image. Call it Rq.

Step 4: For every image-feature-file of target folder,

Read normalized unsegmented foreground region features of the image- 

feature-file of target folder. Let us call it Rdi.

Calculate correlation coefficients of Rq & Rdi.

Find the significant correlation coefficient.

Calculate (dis)similarityjndexi = 100 - abs(significant correlation

coefficient of Rq & Rdi) * 100
Algorithm 7. Foreground shape correlation based image retrieval.

Unsegmented foreground regions have been obtained by excluding 

background regions found in step 8 of Algorithm 3.

The query response for the method is shown in Figure 82. Note that the 

performance & results with 0 % weight of foreground color code attributes in the 

composite similarity constraint of next method - Foreground Color Codes & Shape 

Correlation corresponds to this method of image retrieval.

6.8.2 Performance Evaluation

The performance of the method has been tested on image database of 

SIMPLIcity [Wang, 2001] [SIMPLIcity, on line] consisting of 371 images. The Precision, 

Recall and F - measures are shown in Table 19 for 10 images of class Flower and total of 

20 queries. Corresponding P - R curves are plotted in Figure 81.
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Table 20. Precision, Recall & F -measure at different similarity cut-offs. (Foreground shape correlation). Class - Flower.

Query Image Similarity
cut-off

Retrieved 
relevant 
images - 

rr

fatal 
retrieved 
images - 

total

Total 
relevant 

images in 
the

database 
- Total

Recall 
r = rr / 
Total

Precision 
p = rr/ 
total

F
measure^ 
2/( l/p + 

1/r)

B 60 39 41

100

0.39 0.95 0.55

70 4 4 0.04 1.00 0.08

□ 60 45 47

100

0.45 0.96 0.61

70 23 23 0.23 1.00 0.37

655.ipg
60 10 10

100

0.1 1.00 0.18

70 1 1 0.01 1.00 0.02

60 34 36

100

0.34 0.94 0.50

70 7 7 0.07 1.00 0.13

»>%
60 1 1

100

0.01 1.00 0.02

70 1 1 0.01 1.00 0.02

60 2 2

100

0.02 1.00 0.04

70 1 1 0.01 1.00 0.02
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Table 20 (Contd.). Precision, Recall & F - measure at different similarity cut-offs. (Foreground shape correlation).
Class - Flower.

Query Image
Similarity
cut-off

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

Total 
relevant 

images in 
the

database 
- Total

Recall 
r = rr / 
Total

Precision 
p = rr/ 
total

F
measure= 
2/( l/p +

1/r)

K9mm
60 4 5

100

0.04 0.80 0.08

70 3 3 0.03 1.00 0.06

^^61^pc^^

Lj
60 42 45

100

0.42 0.93 0.58

70 19 19 0.19 1.00 0.32

I
621.jpg

■ 60 47 50

100

0.47 0.94 0.63

70 26 26 0.26 1.00 0.41

64Q-jpg
60 6 7

100

0.06 0.86 0.11

70 2 2 0.02 1.00 0.04

Table 21. Average Recall, Average Precision & Average F - measure. (Foreground Shape correlation). Class - Flower.

Similarity
cut-off

Average
Recall

Average
Precision

Average
F measure = 2 / (1/Avg.p + 1/Avg.r)

60 0.23 0.94 0.37
70 0.09 1.00 0.16
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696.jpg 
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Figure 81. P- R curves (Foreground shape correlation). Class- Flower.

Following points are observed:

o The P - R curves obtained are close to ideal P - R curves, 

o Stricter similarity cut-off increases the Precision at the cost of Recall, 

o Despite vast variations in foreground colors and illumination conditions, good 

Recall with good Precision is achieved for many sample queries, 

o For all queries, Precision of 1.0 is achieved for reasonable Recall, 

o Range of average performance measures for the class 

100 % of average Precision for 9 % of average Recall

• 94 % of average Precision for 23% of average Recall

• Giving only 6 % of fall in average Precision to raise average Recall by 14 % 

o The exponentially extended trend line is well above average Precision = (0.5)

line implies good performance measures for images of the class.

6.8.2.1 Query Response Example

Figure 82 shows query response of a flower image with similarity cut-off 60 giving 

34 flower images based on shape comparison. It should be noted that for same query 

image, whole image color code based approach retrieves maximum of 4 flower 

images whereas foreground color code based approach retrieves only the query 

image even for lowest similarity cut-off. (Table 11 and Table 18 respectively.)
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m Image Database 
Size: 360

Response at Similarity cut-off 60
ettEttmage origutestiutmpneSo |pg e UEUimage orig\itesmurnpu660 |pg s Cnimage ongntestlutmpu666 ipg e UEVimage ortgMestiNtmp\t649 |pg

e \tE\\image.ortguiestlutmpuea2 jpg e UEUlmage ong\uestnumpi\632 |pg e iCi'image onguiesmumpU62i jpg e UEUirrage origutestintmpuei 1 jpg

eUEUimage.origutest 1 Utmp\\064.jpg e uEHimage origUtestUUmpUflOe jpg e NEU image ongUlestlMmpU633|pg a UEUimage ongutest 1 ntmpu663 jpg

e:\\E\\image ortgUtest1Utmp\\644 jpg e UEUimage orig\\tes11UtmpU53D |pg e '.lEAhmage ongUtest1UtmpU651 jpg e I’EY. image. ongUtest! UtmpU6l 8 Jpg

e:\tE\timagB ongutestiutmpu645ipg e UEttlmage ongutestnumpueos jpg e image ongutesnutmpu646 jpg e v\EV\lmag».ofigWB8tiU!mpWfl04 jpg

e UE\» mage ongutest1utmpU658 jpg e UEHimageorig\uesUUtmpU6i5 jpg e \ Co image ortg»UestlUlmpU6l7 jpg e UE\limageortglttest 1 tttmpU6i 3 jpg

e UE\t image origUtest1UtmpU692|pg e tdimage origUtest1Utmpi\639 jpg e d image 0flgUlest1UlmpU8Z7 jpg e O.EYiimageong\Uesl1\Ump\te25 Jpg

e UBhmage origUtestintmpW&e ipg e UEHimage ong\«esinumpll446 jpg e \C.'image ongUtest 1UtmpU 635 jpg a UEUimage.ortgUtest1UtmpU6S5 Jpg

e UBUmage ongutesnutmpueoo jpg e UE\'imagaongutesmumpU6i4 jpg e uEUimage ongutes;iutmpu637 jpg e uEUimage ongutestnumpueai jpg

M

Figure 82. Query response of a flower image at similarity cut-off 60. (FG shape correlation)

163



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

6.8.3 Discussion

o The method is very sensitive to the shape of the foreground. Foreground 

object shape altering regions affect the performance of the method very 

adversely.

o The method gives very good results for images where foreground is not 

containing attached unwanted regions. E.g. images of ALOI database, 

images of class flower and class bus of SIMPLIcity [Wang, 2001] [SIMPLIcity, on 

line] database. The method may not perform equally well for the images like 

those of BSDB [Fowlkes, on line] [Martin, 2001], 

o Relaxed similarity cut-off ends up in poor Precision. Recommended similarity 

cut-off is above 60% for better performance, 

o Shape matching being a stricter constraint, relatively higher Precision and 

lower Recall are observed for the method, 

o The shape correlation technique has been applied for face region matching 

for the purpose of similar-face image retrieval.

6.9 Foreground Color Codes & Foreground Shape Based CBIR
The proposed method compositely exploits two foreground features - shape and 

color codes. The weight proportion of these two features in the similarity measures is 

selectable by the user. Thus, the composite similarity measure signifies the proportionate 

emphasis of user's search criteria. The normalized unsegmented foreground region and 

foreground color codes have been utilized as the features for the image comparison. 

The method specific steps, replacing Step 3 & Step 4 of Algorithm 4, Section 6.5 are:

Step 3: Read (or extract) foreground color code features of given query image.

Read (or extract) normalized unsegmented foreground region features for 

the query image. Call it Rq.

Step 4: For every image-feature-file of target folder,

Read corresponding foreground color code features of the image- 

feature-file of target folder.

Calculate (dis)similarityjndex i = X abs(hqj- hij) , for 1 < j <= number of 
bins, Where,

hqj indicates jth bin of normalized histogram of color codes for the query 

image
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hi indicates jth bin of normalized histogram of color codes for ith image of 

database

Read normalized unsegmented foreground region features of the image- 

feature-file of target folder. Let us call it Rdi.

Calculate correlation coefficients of Rq & Rdi.

Find the significant correlation coefficient.

Calculate (dis)similarityjndexli = 100 - abs (significant correlation

coefficient of Rq & Rdi) * 100

Read Foreground_Colorcode_weight

Calculate composite (dis) similarity index as

(dis)similarityjndex i = (Foreground__Colorcode.weight* (dis) similarityJndex)

+ ((1.0 - Foreground_Colorcode„weight) *(dis)similarifyjndexl)

Algorithm 8. Foreground color codes & foreground shape based image retrieval.

6.9.1 Performance Evaluation
The performance of the method for different combinations of weights of 

foreground color code and foreground shape correlation in composite similarity index is 

tabulated for an image (455.jpg (Wang, 2001] [SIMPLIcity, on line]) of Dinosaur class is 

shown in Table 22. The respective P - R curves are presented in Figure 83.
Table 22. Precision, Recall & F -measure for different proportionate weights at different similarity cut-offs. (Foreground Color

codes & foreground shape correlation).

Similarity
cut-off

for
455.jpg

% Weight 
of FG CC 

in
Similarity

Index

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

Recall 
r = rr/ 
Total

Precision 
p = rr/ 
total

F
measure

Total relevant images in the database. Total = 100
50

0
29 82 0.29 0.35 0.32

60 7 17 0.07 0.41 0.12
70 1 1 0.01 . 1.00 0.02

50
10

29 46 0.29 0.63 0.40
60 3 5 0.03 0.60 0.06
70 1 1 0.01 1.00 0.02

50
20

26 38 0.26 0.68 0.38
60 3 3 0.03 1.00 0.06
70 1 1 0.01 1.00 0.02
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Figure 83. P- R curves for different proportionate weights of Foreground color codes & foreground shape correlation.

Table 22 (Contd.). Precision, Recall & F -measure for different proportionate weights at different similarity cut-offs. 
(Foreground Color codes & foreground shape correlation).

Similarity
cut-off

for
455.jpg

% Weight 
of FG CC 

in
Similarity

Index

Retrieved 
relevant 
images - 

rr

total
retrieved 
images - 

total

Recall 
r = rr / 
Total

Precision 
p = rr/ 
total

F
measure

Total relevant images in the database, Total = 100
50

30
25 34 0.25 0.74 0.37

60 6 7 0.06 0.86 0.11
70 1 1 0.01 1.00 0.02

50
40

26 34 0.26 0.76 0.39
60 8 9 0.08 0.89 0.15
70 1 1 0.01 1.00 0.02

50
50

27 36 0.27 0.75 0.40
60 12 15 0.12 0.80 0.21
70 2 2 0.02 1.00 0.04

50
80

29 35 0.29 0.83 0.43
60 23 28 0.23 0.82 0.36
70 12 14 0.12 0.86 0.21

50
100

30 38 0.3 0.789474 0.43
60 21 26 0.21 0.807692 0.33
70 16 20 0.16 0.8 0.27

P - R Curves ( Dinosaur Image): Composite Similarity Criteria - 
Foreground Color Codes & Foreground Correlation-Coefficients
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The suitable proportion of weight for best retrieval performance is image specific. 

The user is given a choice of selecting the weight and altering the proportion if required 

for successive retrievals. The Precision and Recall for two images of flower given as 

queries with 70% - 30% & 30%-70% weight proportion (Foreground CC & Foreground 

shape correlation) has been computed in Table 23. The high Precision is noteworthy.

Table 23. Precision, Recall & F measure for two different proportionate weights at different similarity cut-offs. (Foreground
Color codes & foreground shape correlation).

Query Image

Simil
arity
cut
off

% Weight 
of FG CC 

in
Similarity

Index

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

Recall 
r = rr / 
Total

Precision 
p = rr/ 
total

F
measure
= 2/( 1/p

+ 1/r)

Total relevant images in the database, Total = 00

H
40

70

28 28 0.28 1.00 0.44
50 16 16 0.16 1.00 0.28
60 14 14 0.14 1.00 0.25
70 3 3 0.03 1.00 0.06

40

30

35 35 0.35 1.00 0.52
50 18 18 0.18 1.00 0.31
60 12 12 0.12 1.00 0.21
70 4 4 0.04 1.00 0.08

^ 644Jpc^^

o
40

70

19 30 0.19 0.63 0.29
50 12 19 0.12 0.63 0.20
60 10 11 0.1 0.91 0.18
70 7 7 0.07 1.00 0.13

40

30

18 24 0.18 0.75 0.29
50 14 14 0.14 1.00 0.25
60 1 1 11 0.11 1.00 0.20
70 6 6 0.06 1.00 0.11

6.9.1.1 Query Response Examples:

Figure 84 and Figure 85 show respective retrieval results for a flower image with 20 

% and 10 % weight of foreground color codes in the composite similarity index. The 

reduction in weight of foreground color codes and corresponding increase in the 

weight of foreground shape correlation results into retrieval of more flower images, not 

necessarily while flower images. Image retrieval with same query image for foreground 

color code method (100 % weight of foreground color codes), only the query image 

gets retrieved (Table 11). The reduction of similarity cut-off results into retrieval of more 

images as shown in Figure 86 & Figure 87.
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Image Database 
Size: 371

Response at Similarity Cut-off 60 with Foreground Color Code Weight 20

e: UEtt image origtttest 1tttmpU656.jpg

Figure 84. Query response of a flower image at similarity cut-off 60 with FG CC weight 20. (FGCC & FG shape correlation)

Query Image
656jpg m Image Database 

Size: 371

Response at Similarity Cut-off 60 with Foreground Color Code Weight 10
e UEUImage.ongWtesllutmpU656.|pg e:UEttimage ongutestltttmp«632 |pg e NEttimag0.origUt8StlUtmpUd66.jpg e ttEttimage.origtttest1Ntmptt649jpg

*
e UEUimag8.ongtttest1UtmpU660.jpg

Figure 85. Query response of same flower image at similarity cut-off 60 with FG CC weight 10. (FGCC & FG shape correlation)

* Image Database 
Size: 371

Response at Similarity Cut-off 50 with Foreground Color Code Weight 20
e NEttimage origtttest1tttmptt656 jpg e NEttimage ongtttest1tttmptt483|pg e ttEttimage.origtttest1tttmptt632 jpg e NEttimage origtttest1tttmptt642 jpg

* ML.3 E3
e WEWimage orig\Uest1UtmpU604 jpg

Figure 86. Query response of same flower image at similarity cut-off 50 with FG CC weight 20. (FGCC & FG shape correlation)

168



Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms

Image Database 
Size: 360

Response at Similarity Cut-off 50 with Foreground Color Code Weight 10
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e\iE\hmageongtitest 1 UtmpU839 jpg e HEUimageongUtestnumpU6&6 jpg e \\E\'image ongniesl1Ulmpua06 jpg e UE\Umage.or1gtttestintmpU64i Jpg

e:UE\\image orig\Uest1UtmpU426 jpg e nEUiinage.origUtestintmpU600.jpg e:UEnimage.orlgUtestintmpU635 ipg

Figure 87. Query response of same flower image at similarity cut-off 50 with FG CC weight 10. (FGCC & FG shape correlation)
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6.9.2 Discussion

o The method exploits advantages of all previously proposed methods. The 

foreground based approach eliminates unwanted, major contributing 

background and related features enabling object based search with 

additional constraints of foreground shape and colors.

o The selectable proportion of weight of foreground color codes and 

foreground shape ends up in good performance of the system.

6.10 Comparisons - Query Responses of Various Algorithms

The section provides comparison of query responses of various proposed method 

of image retrieval for same query images. The first example is for comparison of 

response of various methods for a flower image of SIMPLIcity [Wang, 2001] [SIMPLIcity, 

on line] image database whereas the second example is for the ALOI image data base 

[ALOI, on line] [Geusebroek, 2001]. Typical characteristics of the databases are 

described in Section 6.4.

6.10.1 Example 1 - SIMPLIcity image database [Wang, 2001] [SIMPLIcity, on line]

Figure 88 to Figure 91 are the respective query responses of proposed four 

methods for same query-image with same similarity cut-off of 60. The query response 

with whole image color codes based retrieval gives 2 similar flower images shown in 

Figure 88. The response of same query image with foreground based color code 

approach yields 15 similar - red flower images as shown in Figure 89. The response with 

foreground shape correlation method is shown in Figure 90 indicates retrieval of 39 

flower images (not only red) and 2 non-flower images. The foreground color codes and 

foreground shape based approach with 30% weight to foreground color method yields 

response shown in Figure 91 giving 12 similarly shaped red flower images.
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Query Image r w Bigg Image Database
606.jpg Size: 1000

Response - Whole Image color codes, Similarity cut-off 60

Figure 88. Query response of a flower image at similarity cut-off 60. (Whole image color codes).

Query Image k Image Database
606.jpg Size: 371

Response - Foreground color codes, Similarity cut-off 60
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Figure 89. Query response of same flower image at similarity cut-off 60. (Foreground color codes).
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Figure 90. Query response of same flower image at similarity cut-off 60. (Foreground shape correlation).
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Query Image fw K Image Database
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Figure 91. Query response of same flower image at similarity cut-off 60 with 30% weight of FGCC. (Foreground color codes & 

foreground shape correlation).

6.10.2 Example 2 - ALOI image database [ALOI, on line] [Geusebroek, 2001]

The effect of illumination changes and object view point variations on image 

retrieval has been illustrated with following query responses of various methods for same 

query image - a toy duck for similarity cut-off of 70. The major portion of the 

background in the image causes poor Precision for whole image color code method as 

shown in Figure 92. The foreground color code based approach improves the Precision 

by giving yellow / white colored toy images as the response as shown in Figure 93. The 

foreground shape based method for retrieval gives good Recall and Precision with duck 

toys ranked higher, as shown in Figure 94. The foreground based composite approach 

with color codes and shape correlation with 30% weight of foreground color codes give 

the best performance as shown in Figure 95.
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Figure 92. Query response of an ALOI image at similarity cut-off 70. (Whole image color codes).
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Figure 92 (Contd.). Query response of an ALOI image at similarity cut-off 70. (Whole image color codes).
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Figure 93. Query response of same ALOI image at similarity cut-off 70. (Foreground color codes).
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Figure 94. Query response of same ALOI image at similarity cut-off 70. (Foreground shape correlation).
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Figure 95. Query response of same ALOl image at similarity cut-off 70 with 30% weight of FGCC. (Foreground color codes & 
foreground shape correlation).

6.10.3 Discussion

o The whole image color code based approach is well suitable for finding 

images having similar foreground-background color code distribution. High 

Recall values are possible because of broader color descriptors. The method 

faces conventional limitations because of not considering shapes or any 

other regional features.

o The foreground region based approaches enable foreground object based 

image search by considering foreground color codes and foreground shape 

correlation. The foreground color code based approach permits retrieval of 

foreground shape variant similar images. The foreground shape correlation 

has been a stricter comparison and very sensitive to extracted foreground 

shape.

o The composite similarity measure of foreground color codes & foreground 

shape performs well for majority of query images.
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6.11 Application Specific CBIR - Similar Face Image Retrieval
This section is an application of proposed methods for application-specific CBIR 

to retrieve similar face images from images containing complex background. The 

feature extraction phase consists of face region extraction technique based on 

prominent boundaries detection based foreground separation. The similarity measure 

for face regions is the shape correlation comparison as described in Section 6.8. The 

high success ratio of precise face region extraction for complex backgrounds and 

illumination variations has been exploited for shape correlation based similarity 

comparison for image retrieval.

6.11.1 Face Extraction from Images Containing Complex Background

The section proposes novel method for human frontal face extraction from color 

images characterized by uncontrolled illumination conditions for image capturing and 

complex backgrounds. The method incorporates stationary Haar wavelet transform & 

proximity influence for prominent boundaries detection and watershed transform, 

proximity influence & morphological operations to separate foreground / background 

along with region and color attributes for human face extraction. The method exploits 

redundancy by coalescing local color cues of all color channels to emphasize reliable 

processing to precisely detect the human face by avoiding under-segmentation and 

reducing over-segmentation & artifacts. The method has been tested on face-image 

collection of standard database and on images captured by an amateur 

photographer for various complex backgrounds having diversified textures, varied 

illumination conditions and multiple background objects. The presented results show the 

effectiveness of the method for frontal face extraction, proving it suitable as an input to 

applications like digital album catalogue, content based image retrieval, face 

recognition and facial expression recognition.

First well-thought out algorithm for image segmentation would be a watershed 

algorithm [Beucher, 1979], The watershed algorithm has inherent characteristic of 

finding local minima - catchments basins producing over-segmentation of regions and 

introducing artifacts. Hence, watershed transform cannot be applied directly on images 

having textures, texture or smooth color tone variations e.g. natural images. Any 

filtering-preprocessing before applying watershed algorithm results into loss of 

information introducing either leaks in the boundaries or spurious boundaries leading to 

improper segmentation. Hence, other techniques required to be combined with
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watershed algorithm to overcome short-comings of watershed algorithm exploiting 

advantages of the same. So has been done in the proposed method.

The face extraction is a process of isolating face region from all other regions. The 

performance of the face extraction is challenged by characteristics like illumination 

variations, shadows, skin-colored other regions, face-shaped other regions, multiple 

objects, diversified indoor & . outdoor background textures, wide range of face skin 

colors and hair colors, different hair styles, different face orientations, different image 

resolutions along with aforesaid image segmentation issues as image segmentation 

being the inevitable first step of the process.

The issue of extraction of human face from images captured in uncontrolled 

illumination conditions having complex & non-uniform background has been addressed 

in the proposed method by performing proper segmentation followed by foreground / 

background separation and face region extraction. The image characteristics - 

illumination variations and diversity & variations in the background textures impose 

challenges at the segmentation and face extraction phase. The proposed method 

enforces reliable processing of local color cues, of all color and gray channels for 

forming continuity preserving prominent boundaries incorporating Stationary Haar 

wavelet at various levels. The prominent boundaries, proximity influence and watershed 

transforms are compositely used for revealing foreground from the image. This 

foreground may consist of human face, hair and attached regions due to complex & 

non-uniform background. Various region attributes along with color attributes are used 

to extract the face. The method overcomes issues of under-segmentation by precise 

processing of low level cues generating well localized, delineated leak-free boundaries 

which are further categorized as prominent boundaries encompassing visually 

prominent regions in the image. The method minimizes over-segmentation & artifacts 

producing proper segmentation needed for face extraction in majority of the cases 

containing illumination variations. The incorporation of Stationary Haar decomposition 

at various levels makes method suitable for hierarchical framework. The performance of 

the method has been evaluated on face images of standard dataset Caltech 101 

[Caltech, on line] [Fei-Fei, 2004],
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6.11.1.1 The Method

The proposed method exploits redundancy by finally coalescing local cues of R, 

G, B and Gray color channels for prominent boundaries detection and for formation of 

composite watershed regions utilized for face extraction.

The region attributes considered for determining the face region are defined in 

the method regionprops of Matlab 14 as follows: Orientation - The angle ( in degree) 

between the x-axis and the major axis of the ellipse that has the same second-moments 

as the region. Extent - The portion of the pixels in the bounding box that are also in the 

region. Eccentricity - Measured for the ellipse that has the same second-moments as 

the region. It is the ratio of the distance the foci of the ellipse and its major axis length. 

The steps involved for the face extraction are:

Step 1: Apply foreground extraction Step 1 to Step 10 of Algorithm 3, Section 5.2.

Step 2:For all regions of foreground,

Exclude small regions.

For remaining regions,

Mark a region as face region if orientation > 70, Eccentricity > 0.3, extent < 0.95, 

axis _ratio (Minor axis length / Major axis length) > 0.4 and if region contains skin 

color. Mark image category as face.

Step 3: Map face region on the image to extract face image.
Algorithm 9. Face extraction from images containing complex background.

The thresholds are empirically determined to reflect shape attributes of face.

6.11.1.2 Results

The method has been tested on test set consists of 115 face-images of Caltech 

101 face dataset [Caltech, on line] [Fei-Fei, 2004] comprising of faces of 15 persons 

and other high resolution images captured by an amateur photographer. The test 

set images are selected to cover various illumination variations and backgrounds. 

The images containing mustache and bearded face are excluded from the test set. 

The Caltech dataset [Caltech, on line] [Fei-Fei, 2004] found most appropriate as the 

data set because it contains color face images of medium size and reasonable 

resolution. The multiple images of persons have been captured at various indoor- 

outdoor places with various complex backgrounds under different illumination 

conditions generating shadows and illumination variations. Figure 96 illustrates results 

of various phases of face extraction incorporating two different levels of wavelet 

decomposition - level 1 and level 2. The prominent boundaries detected for Gray
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channel has been shown in Figure 96 (b). Various regions of segmented color 

channels have been shown in Figure 96 (cj to Figure 96 (f). The composite regions of 

segmented image are shown in Figure 96 (g). The watershed pixels constituting 

region isolating boundaries have been shown in Figure 96 (h). Figure 96 (i) and 

Figure 96 (j) corresponds to separated background and foreground respectively. The 

foreground is marked as black in the background image and background is marked 

as black in the foreground image. The extracted faces are finally shown in Figure 96 

(k). In general, reduction of image dimension by a large factor may adversely affect 

the segmentation performance due to interpolated pixel color values. The 

unaffected result of face extraction for a size reduced high resolution image has 

been shown in Figure 97. Figure 98 illustrates unsuccessful face extraction due to 

improper segmentation because of extreme illumination variations on the face. The 

extracted faces of some of the images of test set have been shown in Figure 99. The 

typically picked up images contain distinctiveness like non-face skin color regions, 

other face-shaped regions, skin-colored hair, off-centered face, multiple 

background objects and most importantly illumination variations due to different 

lightning conditions at indoor-outdoor locations. Table 24 depicts the effectiveness 

and robustness of the method for successfully extracting faces for 82.6 % of the 

images of the test set.

6.11.1.3 Discussion

o The proposed method is novel for prominent boundaries, proximity influence. 

Stationary Haar Wavelet, used for generation of composite watershed regions 

for foreground separation that is combined with face-region & face-color 

attributes for frontal face extraction.

. o The well localized and delineated continuity preserving prominent boundaries 

detected by precise and reliable processing of low level color cues of all 

color and gray channels form the basis of high (82.6 %) successful face 

extraction ratio for 115 test images of Caltech 101 [Caltech, on line] [Fei-Fei, 

2004] dataset.

o The extraction of face has been tested on various images containing 

performance affecting characteristics like illumination variations, shadows, 

skin-colored other regions, face-shaped other regions, multiple objects, 

diversified indoor & outdoor complex-background textures, wide range of
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face skin colors and hair colors, different hair styles, different face orientations 

etc. The stationary Haar wavelet decomposition at various levels, prominent 

boundaries & proximity influence avoids under-segmentation and reduces 

over-segmentation & artifacts - inherent characteristics of watershed 

transform.

o The method results are not affected due to interpolation operation involved in 

a size reduction of a high resolution image by a large factor, 

o As shape and color of the face region is largely altered due to mustache & 

bearded, the method fails for face extraction of such cases. Similarly, a dark 

face segmenting shadow also produces ill results of face extraction, 

o Still, precisely extracted faces with high performance ratio for variety of 

images proves the suitability and versatility of the method for applications like 

digital album catalogue, content based image retrieval, face recognition 

and facial expression recognition.

Figure 96. Various steps of face extraction. Left - stationary Haar wavelet decomposition at level 1. Right - stationary Haar 

wavelet decomposition at level 2. (a) Original image [Caltech, on line] [Fei-Fei, 2004]. (b) Detected prominent boundaries of gray 

channel, (c) Segmented regions of red color channel, (d) Segmented regions of green color channel.
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Figure 96 (Contd.). Various steps of face extraction, (e) Segmented regions of blue color channel, (f) Segmented regions of 

gray color channel, (g) Composite segmented regions, (h) Corresponding watershed pixels of (g). (i) Background, (j) 

Foreground, (k) Extracted face.
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Figure 97. Face extraction in high resolution image reduced to l/8th of the original size, (a) Original image, (b) Watershed pixels.

(c) Background, (d) Foreground, (e) Extracted face.

Figure 98. Example of unsuccessful face extraction, (a) Original image [Caltech, on line] [Fei-Fei, 2004], (b) Watershed pixels, 

(c) Background, (d) Foreground.

Figure 99. Face extractions of various images with complex background and non-uniform illuminations, (a) Original images 

[Caltech, on line] [Fei-Fei, 2004], (b) Watershed pixels, (c) Backgrounds, (d) Foregrounds, (e) Extracted face.
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Figure 99 (Contd.). Face extractions of various images with complex background and non-uniform illuminations, (a) Original 

images [Caltech, on line] [Fei-Fei, 2004]. (b) Watershed pixels, (c) Backgrounds, (d) Foregrounds, (e) Extracted face.
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Table 24. Performance evaluation of face extraction method for various images [Caltech, on line] [Fei-Fei, 2004],

Person id Sample
Images

No. of Successful face 
extraction / Total images 
of the person in the test 

set

Successful
face

extraction
%

Person 1 m 17/21 80.9

Person 2 na 7/11 63.6

Person 3 nnr 4 / 4 100

Person 4 11/14 78.5

Person 5 m 14/ 16 87.5

Person 6 n 5/7 71.4

Person 7 Kill 11/13 84.6

Person 8 4 / 4 100

Person 9 Wk 4 / 4 100

Person 10 Hi 3/5 60

Person 11 H 4 / 4 100

Person 12 5 / 6 83.3

Person 13 m 4 / 4 100

Other 2/2 100
Total 95/115 82.6

6.11.2 Similar Face Image Retrieval

The method described in Algorithm 7, Section 6.8 is applied on precisely 
extracted face region for comparison of shape correlation coefficients to retrieve similar 
face images.
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6.11.2.1 Performance Evaluation

The performance measure Precision & Recall have been tabulated in Table 25 

for 5 sample images of Caltech database.

Table 25 Precision, Recall & F - measure at different similarity cut-offs. Similar face-image retrieval.

Query Images 
Caltech

[Caltech, on line] 
[Fei-Fei, 2004]

Similarity
cut-off

Retrieved 
relevant 
images - 

rr

total 
retrieved 
images - 

total

Total 
relevant 

images in 
the

database 
- Total

Recall 
r = rr / 
Total

Precision 
p = rr/ 
total

F-
measure

lmage_0001 .jpg 50
60
70

80

17 60 0.81
25 0.71

21 0.29

0.10

0.28
0.6

0.75

0.42
0.65
0.42

0.18

Image 0007.i 50
60
70

80

18 71 0.86
16 54 0.76
10 24 21 0.48

0.33

0.25
0.30
0.42

0.39
0.43
0.45

0.50

lmage_0047 50
60
70

80

59 0.57
45 0.57
19 14 0.5

0.21

0.14
0.18
0.37

0.22
0.27
0.43

0.35

lmaqe_0079 50
60
70

80

21 0.31
0.31
0.31

0.25

0.24
0.83

0.27
0.45
0.47

0.40

lmaqe_0122 60
70

80

25 0.31
0.23

13
0.08

0.16
0.75

0.21
0.35

0.15
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0.2
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■Average
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Recall

0.8

Figure 100. P - R curves. Similar face image retrieval.

Following points are observed:

o The nature of obtained P - R curves matches with the practical P - R curves, 

o Stricter similarity cut-off increases the Precision at the cost of Recall, 

o Despite vast variations in foreground / background colors, poses and 

illumination conditions, good Recall with good Precision is achievable for 

many sample queries.

o For all queries, Precision of 1.0 is achieved at higher cut-off. 

o Range of average performance measures for all queries 

100 % of average Precision for 19 % of average Recall

• 23 7o of average Precision for 51 % of average Recall

• Giving 77 % of fall in average Precision to raise average Recall by 32 %

o Lower similarity cut-offs - less than 60, are not recommended for good 

performance.

1.2

The average Precision and average Recall at different similarity cut-offs have 

been shown in Table 26. The corresponding P - R curves are plotted in Figure 100.
Table 26. Average Recall, average Precision & average F - measure at different similarity cut-off. (Similar face image retrieval).

Similarity
cut-off

Average
Recall

Average
Precision

Average F- 
measure

50 0.51 0.23 0.32
60 0.44 0.6 0.51
70 0.36 0.75 0.49
80 0.19 l 0.32

P - R Curves (Similar Face Image Retreival)
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o The exponentially extended trend line intersects average Precision = (0.5) line 

at average Recall at value 0.45 (approx.) implies good performance 

measures for images of the class.

6.11.2.2 Query Response Example

The query response for retrieving similar-face images with 70 as similarity cut-off is 

shown in Figure 101. The illustrated response signifies Precision of 75% for 28% of Recall 

for images having complex backgrounds and face-regions constituting a small portion 

of images in a database of 115 images.

Query
Image

Response at Similarity cut-off 70

rr - 6 , total - 8 , Total - 21, r - 0.28 , p - 0.75

e UEMoaAeoh faces dalUimage_0001 |pg e HEttcaltech faces datUimage 0013 jpg

m
e UEMcaltsoh faces daiuimage_0004 Jpg e.uEUcattech faces datuimage_0002 jpg

eiUEUoaltech faces daMimage_0009 jpg

Figure 101. Query Response - similar face-image retrieval.

6.11.2.3 Discussion

o The effectiveness of methods for prominent boundaries detection & 

foreground separation for precisely extracting face by excluding complex 

background has been utilized for obtaining face-features and similar-face 

images. The method incorporates only face shape-feature for similarity 

comparison.

o Inclusion of other face-features for similarity comparison will improve the 

performance of the system.

6.12 Performance Comparisons with other CBIR Techniques
The relative performance comparisons of proposed methods with the state of the 

art CBIR techniques is not feasible because (i) unavailability and un-disclosure of 

comprehensive technical details of state-of-the-art techniques which are commercial, 

proprietary or patented, (ii) Available on-line demos of some of the CBIR systems
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neither reveal the details of the image database needed for Precision & Recall 

computations nor permit our exclusive image database to be uploaded for testing and 

P - R computations.

The performance of proposed CBIR algorithms can be compared and shown 

superior to CBIR system covered in Chapter 2 having similar test conditions. As 

mentioned on Page No 27/ various CBIR techniques have been proposed in [Kekre, 

2010, 1] & [Kekre, 2010, 2] for different classes of SIMPLIcity image database [Wang, 

2001] [SIMPLIcity, on line]. The maximum Recall obtained in all seven methods proposed 

is about 0.35 (quite low) for 100 retrieved images (relevant + irrelevant) in [Kekre, 2010, 

1] & [Kekre, 2010,2]. And, even for retrieving 2 images, the Precision is less than 0.2 (very 

low) and drops further sharply with increase in no of retrieved images. The performance 

measures for image retrieval with proposed techniques presented in the Chapter are 

significantly better compared to those of [Kekre, 2010, 1] & [Kekre, 2010,2],

As mentioned on Page No 26 & 27, Paitakes et al. [Pratikakis, 2006] proposed a 

novel unsupervised method for image retrieval based on hierarchical watershed 

algorithm and presented P - R curves. The mean precision-recall have been measured 

in [Pratikakis, 2006] for 10 queries per image-class of image database consisting of total 

1000 images of 10 different classes with 100 images per class, reading (approximate 

values) for all categories of images, highest mean Precision of 0.7 at mean Recall of 

0.07 and highest mean Recall of 0.425 with mean Precision of 0.41. Further, P - R curves 

corresponding to all image categories indicate that it is not possible to retrieve images 

with precision as 1 at any cost of recall, i.e. for no case, only relevant images get 

retrieved. The performance measures with proposed techniques of image retrieval are 

far better than given in [Pratikakis, 2006],

The foreground extraction and similar face image retrieval applied on un

cropped images of Caltech [Caltech, on line] [Fei-Fei, 2004] has not been known 

reported in the literature.

The ideal P - R curve is characterized by highest and constant Precision value 1 

for all Recalls, as shown in Figure 11 on Page 43. But, as described in Section 3.3.3, the 

practical P - R curves are characterized by fall in Precision for increase in the Recall. 

Improvement in one measure compromises the other for any Practical CBIR system. In 

other words, P - R curves of a practical CBIR system indicates how Precision degrades
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with increase in Recall. Hence, a CBIR system giving high Precision with high Recall is 

considered to be a good system in terms of the P - R performance measures.

The exhaustive CBIR results, analysis and inferences of these performance 

measures for quantitative analysis of proposed methods based on (ij Color codes of 

entire image (iij Foreground color codes (iii) Foreground shape correlation (iv) 

Combination of foreground color codes and shape correlation with selectable 

percentage proportion of weight of foreground color codes and foreground shape 

correlation for composite similarity measure (v) Similar face - images containing 

complex background have been carried out in various sections of the Chapter. The 

performance of the proposed methods can be judged with following absolute P - R 

measures:
o The fall in Precision is low for increase in Recall 

o The average Precision at 0.5 giving good Recall 

o Precision of 1 is attainable for some methods with some queries

The option of selecting the method of image retrieval with broader color 

descriptors, foreground shape and foreground color descriptor with selectable weights, 

maps the need and perception of a user giving good absolute performance measures 

of Precision & Recall.

6.13 Concluding Remark
A user has been offered to opt for the method of retrieval to map needs & choice 

for Retrieval with good Precision & Recall...
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7. Conclusions & Future 
Enhancements

7.1 Conclusions
A challenging task of development, implementation and integration of various 

novel algorithms to result into GUI based, selectable multi-modal processing of selectable 

single query image for retrieval of similar images has been achieved successfully.

These algorithms include:

o Edges and prominent boundaries detection 

o Foreground separation 

o Image retrieval based on

• Color codes of entire image 

■ Foreground color codes

• Foreground shape correlation

• Combination of foreground color codes and shape correlation

• With selectable percentage proportion of weight of foreground 

color codes and foreground shape correlation for composite 

similarity measure

• Extracted face region from images containing complex background for 

similar face-images retrieval

Other points of conclusions are:

o Well localized and well delineated thinned edges detected with proposed 

method outperform Adobe Photoshop, ACD Editor and MS Editor for i) 

detection of significant perceptual edges ii) elimination of insignificant edges 

corresponding background and foreground textures and iii) better preservation 

of continuity. These edges can be utilized for further reduction of artifacts 

produced due to watershed algorithm.

o Prominent boundaries, prominence measure, watershed algorithm with various 

levels of Haar wavelet decompositions are effectively incorporated together 

for proper segmentation and feature extraction by enforcing reliable 

processing of low level cues for avoiding breaks as well as under segmentation
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by utilizing continuity preserving, well localized visually prominent boundaries 

. for foreground - background separation. The problem of over segmentation is 

addressed by compositely considering proximity influence and watershed 

algorithm.

o High performance measures - Precisiontg and Recall, computed with respect 

to Ground Truth foreground for extracted foreground with proposed method 

endorses the uniqueness & effectiveness of the method & produced results, 

o Prominent boundaries based approach for foreground-background separation 

is largely insensitive to illumination variations and inter region texture variations, 

o "Relaxed feature description for better Recall" - the first half of the theme for 

the approaches has been accomplished with color codes and associated 

similarity measure for image retrieval.

o "Simultaneous emphasizing of reliable processing of cues leading to precise 

feature extraction for better precision" - the second half of the theme of 

approached has been accomplished with R,G,B and Gray channel processing 

for prominent boundaries and subsequent feature extraction, 

o Image retrieval with similarity comparison of broader color descriptors - color 

codes for whole image is robust to illumination, pose and view point variations 

provides user an option of searching of similar images based on color 

distribution of whple image.

• The method possesses conventional shortcomings due to ignorance of 

shapes and regional features.

■ The method is computationally efficient for feature extraction and similarity 

comparison.

• The method provides high Recall and high ranking for nearly similar images, 

o The retrieval technique based on foreground color code exploits reliable

processing to precisely detect foreground and exclude background & related 

features to provide foreground color distribution based comparison of 

foreground objects.

• The combination of stringent feature for prominent boundaries & 

foreground detection with broader color, descriptor provides remarkable 

results for wide variety of images.

o Image retrieval with foreground shape correlation is very sensitive to the 

detected shape of the foreground. Attached shape altering regions adversely
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affect the performance of the method. The method may hot perform equally 

well on natural images.

o Foreground based methods are not suitable for images containing small 

foreground objects and objects spreading across image boundaries, 

o The composite similarity measure constituted with selectable proportion of 

weights of foreground color codes and foreground shape correlation maps 

users need for proportionately emphasizing color code distribution and shape 

of foreground for retrieval of images. The stringent shape feature & broader 

color code features of foreground and their selectable proportion provide 

excellent combination for foreground object based image search with high 

Precision.

o High success ratio of 82% for precise face region extraction from 115 images of 

standard database Caltech [Caltech, on line] [Fei-Fei, 2004], which possess 

complex background and various illumination conditions infers the 

effectiveness of various proposed methods, 

o The effectiveness & preciseness of various proposed algorithms have been 

exploited for development of application specific CBIR for similar face image 

retrieval on'Caltech [Caltech, on line] [Fei-Fei, 2004] image database, 

o All algorithms have been tested on variety of images, mainly of standard 

image databases, viz. BSDB[Fowlkes, on line] [Martin, 2001], SIMPLIcity [Wang, 

2001] [SIMPLIcity, on line], PASCAL challenge 2008 [Everingham, on line], ALOI 

[ALOI, on line] [Geusebroek, 2001], Caltech [Caltech, on line] [Fei-Fei, 2004], 

MedPics [MedPics, on line] and University of Washington [University of 

Washington, on line], establishing suitability of methods for wide varieties and 

categories of images.

o Obtained P - R curves for query responses with proposed methods of retrieval 

are close to ideal for many cases and similar to practical P - R curves for the 

rest proving effectiveness of algorithms and validity of results, 

o No method of image retrieval can be generalized to be concluded 

outperforming others for all queries because of 

• diversities in image characteristics and categories

■ subjectivity in image content description

■ semantic gap
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7.2 Limitations
The limitations of the developed CBIR system are as under: 

o The developed algorithms and application are resource hungry. Hence, 

processing of high resolution large sized images is possible only with machines 

possessing huge memory and computational resources, 

o The prominent boundaries detection does not yield expected results for very 

low resolution images, particularly captured from web-cam. 

o Lack of incorporation of indexing technique has caused higher query response 

time.

7.3 Future Enhancements
Suggested future enhancements are as under.

o Analysis of performance of prominent boundaries detection method with other 

wavelets.

o Utilization of well localized thin-edges to further reduce artifacts produced due 

to intrinsic characteristic of watershed algorithm, 

o Extraction of texture feature and its incorporation in the CBIR algorithms, 

o Incorporation of indexing technique(s) for faster query response, 

o Incorporation of database management modules for image and image- 

feature databases.

o Incorporation of relevance feed-back from user to increase the retrieval 

performance of the system.

o Incorporation of multiple-queries to refine results for improved retrieval 

performance.

o Extending the query processing support to all file types.

o Testing of the CBIR algorithms for Precision and Recall performance measures - 

on very large image databases, of the order of tens of thousands of images. 

(This testing requires high-end machine(s) to meet computational needs of 

feature extraction, and similarity comparison methods.) 

o Testing of CBIR algorithms for databases consisting of transformed images with 

scaling, cropping, contrast alterations, brightness changes, changes in quality 

factor of JPEG compression and noise introduction, 

o Testing of the CBIR algorithms for precision and recall performance on medical 

images - particularly X-ray images. The foreground shape based CBIR method 

should yield very encouraging results because of following reasons:
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■ The foreground detection should be well localized and precise due 

to X-ray image characteristics.

■ The X-ray images are captured by skilled persons in a controlled 

illumination conditions eliminating associated challenges.

■ The object shape variations due to affine transformations are limited, 

o Exploiting regions and region attributes for development of GBIR application for

histological and pathological images.

o Inclusion of face-geometric features for face detection & extraction for 

improvement in face-extraction success ratio, 

o Enhancing the application for image annotation.

o Development of face recognition and face expression understanding 

algorithm/application based on proposed face extraction method, 

o Development of application for video abstraction, 

o Enhancing the developed application to web-based CBIR system.

7.4 Concluding Remark
A step forward on the road-map of continuous & endless technical evolution 

towards a perfect & versatile CBIR ...
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Annexure 2 - GUI & Description

A-2.1 Graphical User Interface
The Figure 102 shows Graphical User Interface (GUI) of developed CBIR 

application. The full-fledged GUI enables user to

• Select query image and target (search) folder

• Extract features of image(s)

• Specify input parameters

• Perform segmentation with two different methods

• Retrieve images with various algorithms

Figure 102. GUI of the CBIR
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A-2.2 Component Description
The functionality of various components of GUI are describes below.

A. Image selection

The component enables user to select image by browsing files as shown in 

following Figure 103. The selected image will be processed for feature extraction 

or segmentation based on the task selected. The image will be treated as a query 

for image retrieval purpose.

Figure 103. Image Selection by Browsing

B. Target folder selection

The folder selected specifies (i) feature extraction of all files of folder or (ii) target 

folder for image search.

C. Drive selection

The disk-drive selection for target folder is achieved with the GUI component.

D. Weight Selection for Foreground Color Codes (%)

The input parameter is used for specifying % proportion of foreground color code 

similarity in composite similarity measure.

E. Similarity Cut-off

The input parameter specifies cut-off of similarity measure for image retrieval.

F. File type selection

The jpg or png file selection is achieved with the checkboxes.

G. Image feature extraction - Color Codes, one image

The color code attributes are formed for an image specified at GUI component A.
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H. Image feature extraction - Color Codes, all images

The color code features extraction is performed for all files of folder selected with 

GUI component marked as B. The confirmation dialogue box, as shown in Figure 

106 is prompted before proceeding for a time expensive processing.

I. Extraction of all features - one image

All features of an image are extracted with the component.

J. Extraction of all features - all images

All features of all images of folder selected with GUI component marked with B 

are extracted with the component. The confirmation dialogue box, as shown in 

Figure 106 is prompted before proceeding for a time expensive processing.

K. Close all figures

The button is used to close all windows (figures) produced for output.

L; Exclude Wavelet decomposition

The checkbox excludes wavelet decomposition step when checked.

M. Wavelet decomposition level

The selection specifies wavelet decomposition level.

N. Color codes based segmentation

The button-click performs color codes based segmentation of selected image.

O. Region based segmentation

The button-click performs prominent boundaries detection based segmentation.

P. Color codes based image retrieval

The image retrieval based on similarity measures of color code attributes will be 

performed with the button-click.

Q. Foreground Color codes based image retrieval

The image retrieval based on similarity measures of foreground color code 

attributes will be performed with the button-click.

R. Foreground Correlation Coefficient based image retrieval

The image retrieval based on similarity measures of correlation coefficients of 

foreground will be performed with the click of the button.

S. Foreground Color Codes and Correlation Coefficient based image retrieval

The image retrieval based on composite similarity measures of foreground color 

codes and foreground correlation coefficients will be performed with the click of 

the button. The proportion of percentage weight is specified with component 

marked as D.
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T. Similar face-image retrieval

The similar face-image retrieval is performed with the button-click.

Various Dialogue boxes

Figure 104 shows two dialogue boxes prompted when image for feature extraction 

or query image for similar image retrieval is not specified at component marked as A.

Figure 105 shows prompted dialogue box when image type selection is not made. 

Figure 106 shows prompted dialogue box for confirming proceeding for time 

consuming process of extracting features of all files of specified folder.

Figure 107 shows prompted dialogue box when wrong selection of target folder is

made.

-> Image ? Query ?

& Image not selected..

OK

I r r i l 11 k_-' u i y mvc ic= i

& Query Image not selected..

OK

Figure 104. Dialogue box for unselected image

Verify check b... |[X

Select any one check box...

OK

Figure 105. Dialogue box for unselected check box for image type
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Confirm to proceed

Q Are you sure?

Yes No

Figure 106. Dialogue box for confirming all image processing for all attributes

Wrong Folder ... f_~] |X

Image Attributes Files Not Found ...

OK

Figure 107. Dialogue box for wrongly selected target folder for image retrieval
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Annexure 3 - Results: Miscellaneous

A-3.1 Suitability of Proposed Methods for Character Recognition
Following Figure 108 shows prominent boundaries, extracted foreground, 

background and resultant watershed pixels of a scanned image of a printed Gujarati 

alphabet. The shape preserving feature extraction is a major concern in character 

recognition, which is challenged by breaks present s induced because of processing of 

scanned image. Continuity and shape preserving watershed pixels of one pixel width 

produced with proposed algorithm provide the most suitable & required features for 

character recognition.

Figure 108. From Left to Right - Scanned alphabet, Mapped edges, Foreground, Background and Watershed pixels.

A-3.2 Foreground Extraction - Tiger Images of BSDB [Fowlkes, on line] 

[Martin, 2001]
Tiger images captured in natural conditions of forest provide all possible 

challenges for foreground extraction. The tiger images of BSDB [Fowlkes, on line] [Martin, 

2001] are few of the toughest among all. The effectiveness of proposed methods leading 

to foreground extraction is shown with the results in Figure 108.

A-3.3 Query Response Examples - Tiger Images BSDB [Fowlkes, on 

line] [Martin, 2001]
The image database BSDB [Fowlkes, on line] [Martin, 2001]- a collection of 

challenging images for segmentation is not meant for image retrieval as many images 

belonging to same class are not available. Still, on available 6 tiger images of the 

database, experiments of image retrieval were carried out to target retrieval of tiger 

images.

-TM
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Figure 109. Tiger images of BSDB [Fowlkes, on line] [Martin, 2001] and extracted foreground.
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Figure 110. Queries & responses ofTiger images BSDB [Fowlkes, on line] [Martin, 2001].
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The foreground color codes based method was used for the purpose of 

retrieval with similarity cut-off set to 50. Figure 109 illustrates the effectiveness of the 

method for extracting foreground tiger for challenging complex background with 

different pose/illumination/texture variations. The screen shot of results for each of tiger 

image given as query are shown in Figure 110. Except for the last query image 

containing disguised tiger, retrieval of target images for all other queries have been quite 

remarkable.

A.3.4 Face Extraction - Face Image BSDB [Fowlkes, on line] [Martin, 

2001]

A typical image of BSDB database [Fowlkes, on line] [Martin, 2001] has been 

presented with face extraction results (Figure 111). The image contains skin-colored 

head-cape & cloths with typical pose of hands and face. Exclusion of face-touching 

hands in the detected face region is note-worthy. The precise face region extraction 

proves the effectiveness of proposed methods.

Figure 111. Image of BSDB [Fowlkes, on line] [Martin, 2001] and extracted face
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Annexure 4 - Distinctive Issues

A-4.1 Search Engines - Google Image Search and vSearch
The topic presents query responses & related issues of state of the art image 

search technologies - Google Image Search and vSearch. Current version of the image 

search engine of Google, supporting image query or image url was launched recently in 

June 2011. Sources: (i) http://www.google.com/insidesearch/press/launch.html and 

(ii) http://computervisioncentral.com/content/google-rolling-out-content-based-image- 

search01668. Prior versions were supporting only textual queries. As being proprietary / 

commercial products, no authentic technical details of Google image search and 

vSearch are available. The inferred block diagram and related issues of Google search 

engine are illustrated below.

Figure 112. Inferred block diagram for Google like search engines

The Google achieves similarity retrieval by comparing Tags of the query image 

with pre-generated, stored & indexed Tags of database images. The Google addressed 

the issue of diversities in the human perception with the help of Google labeler, Google 

labeler was on line during 2006 to 2011. The Google labeler was a game to be played by 

multiple players who were given same images for manual labeling with all possible Tags. 

The same images would be given to a large number of users (players) to have exhaustive 

labeling. The exhaustive collections of image-tags have been utilized for the purpose of 

image retrieval. A tag for an image was subsequently weighted proportionate to the 

number of times it was perceived by the human beings. Hence, the label due to rarely or
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wrongly perceived contents would be given less weight, putting such image at the lower 

rank at the time of retrieval for a match due to least important tag.

Though the current version of the Google gives better results in terms of the 

Precision for many queries, including the illustrative one - black rose, it is not free from the 

limitations. Two typical query examples to illustrate current state of the art and limitations 

of the search engine are shown below in Figure 113 ( as on 10-04-2012), where automatic 

tagging of query images was not performed by Google and the user was asked to 

describe the image. The selected query images are from the standard database - 

Berkeley Segmentation Dataset and Benchmark (BSDB) [Fowlkes, on line]. Without 

describing prompted image contents, Google produced results of visually similar images 

which were not containing any images of Baby girl and Tigers respectively for given two 

queries on the first page of retrieved results. As observed, retrieval was mainly based on 

the color distributions.
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Figure 113. Query response for Google - could not tag & retrieving irrelevant images

Third typical Google query example shown below in Figure 114 is for the winter 

image of MS Windows operating system. The resulted automatic tags for the query 

image were winter & pins. The first tag is pertaining to a concept where as the second is 

a wrongly annotated tag, producing many dissimilar images on a first page.
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Figure 114. Query response for Google - tagging wrongly & retrieving many irrelevant images

Typical vSearch query results for 4 different queries are shown below in Figure 115. 
The top-left image in the table cells are respective query images. Resulted images of all 
4 queries contain many dissimilar images. The inferred dominant method of similarity 
comparison is based on color distributions.

Figure 115. Query response for vSearch - retrieving many irrelevant (?) images

Our proposed novel techniques are based on the theme - “Relaxed feature 
description for better Recall and simultaneous emphasizing of reliable processing of cues 
leading to precise feature extraction for better Precision.” The user has been given 
choice to select method of image retrieval to map his needs & perception. The broader
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color code description of whole image performs search on color similarity with higher 

Recall. The other options are foreground shape based technique, performing 'similarity 

comparison based on the detected foreground shape and a combinational technique 

that enables user to select proportionate weight of foreground shape and foreground 

color descriptors for similarity comparisons.

A-4.2 Quantitative Analysis & Comparisons of Edge Responses
Qualitative comparisons of edge responses of the proposed method with ACD 

Photo Editor, Adobe Photoshop and MS Photo Editor have been presented in Section 

4.3.3. Figure 116 & Figure 117 show quantitative analysis of edge responses with 

performance measures Precisione (Pe), Recalle (Re) and F - measure (Fe) along with 

qualitative comparisons for two sample images of BSDB [Fowlkes, on line] [Martin, 2001]. 

Precisione is a measure of how many detected edges are correct and ..Recalle is a 

measure of how many correct edges are detected with reference to ground truth. F- 

measuree (Fe) combines Precisione and Recalle to yield performance reflective single 

number given by 2 / (1/Pe + 1/Re). These measures are 'computed for detected 

perceptually significant edges with reference to human segmented image of BSDB 

[Fowlkes, on line] [Martin, 2001]. The computation of Precisione (Pe) and Recalle (Re) are 

carried out by locating detected edges in a vicinity of +/- one pixel in all directions with 

reference to ground truth edges.

Figure 116 (a) left and Figure 117 (a) left show original images of BSDB [Fowlkes, 

on line] [Martin, 2001]. Corresponding human segmented images are shown in Figure 116 

(a) middle & Figure 117 (a) middle respectively. Figure 116 (a) right & Figure 117 (a) right 

present edge responses of proposed method with threshold 25. All three leading tools - 

ACD Photo Editor, Adobe Photoshop and MS Photo Editor produce & present edge 

response as a color image as shown in Figure 116 (b) to (d) & Figure 117 (b) to (d) at first 

column. These responses are converted to Gray images and thresholded with thresholds 

25, 64 & 128 for precision & recall computations with white representing edge pixel. The 

RGB to Gray conversion & thresholding is performed with a Matlab program. It should also 

be noted that Adobe & MS Photo produce Color edge responses characterized by white 

background with colored edges as shown in Figure 116 (c) & (d) and Figure 177 (c) & (d). 

And hence, corresponding Gray images are required to be negated before thresholding 

for carrying out quantitative comparisons.

Precision, Recall and F - measure plotted at different thresholds for quantitative 

comparisons of edge responses of the proposed method with ACD Photo editor, Adobe
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Photoshop and MS Photo editor have been presented in Figure 118, 

120 respectively.

Human Segmented Image
Edge Response of proposed 

method, SWT level 2,
Pe = 0.31, Re = 0.52, Fe = 0.39

ACD
Edge response 

(Color)

Processed 
Edge response of 

ACD, Threshold 25, 
Pe = 0.15. Re = 0.86, 

Fe= 0.24

Processed 
Edge response of 
ACD, Threshold 64 
Pe = 0.20, Re = 0.63, 

Fe=0.3

Processed
Edge response of ACD, 

Threshold 128,
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Adobe
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(Color)
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Original Image 
BSDB[Fowlkes, on line] 

[Martin, 2001]

Figure 116. Edge Response Comparison & quantitative analysis - example 1
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c)
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BSDBfFowlkes, on line] 

[Martin, 2001]
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BSDB[Fowlkes, on line] 

[Martin, 2001]
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Figure 117. Edge response comparison & quantitative analysis - example 2
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Figure 118. Quantitative comparison of edge responses: ACD Photo editor & proposed method
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Figure 119. Quantitative comparison of edge responses: Adobe Photoshop & proposed method
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Edge Response Comparison -

—— MS Photo Pe Image 1 

—*— MS Photo Re Image 1 

MS Photo Fe Image 1 

X Proposed Method Pe Image 1 

X Proposed Method Re Image 1

• Proposed Method Fe Image 1 

—MS Photo Pe Image 2

—— MS Photo Re Image 2 

—a MS Photo Fe Image 2

♦ Proposed Method Pe Image 2 

■ Proposed Method Re Image 2 

a Proposed Method Fe Image 2

0 20 40 60 80 100 120 140
Thresholds

Figure 120. Quantitative comparison of edge responses: MS Photo editor & proposed method

A-4.2.1 Discussion

o Edge responses of the three software packages are characterized by low 

Precision resulted due to detection of perceptually significant as well as 

insignificant edges. Precision of Adobe is the lowest. Precision of the proposed 

method is better than others. The edge responses of the three packages are to 

be thresholded explicitly at different required levels for better Precisions & F- 

measures.
o Large numbers of detected edges yield better Recall for the three software 

packages compared to the proposed method. The higher Recall obtained in 

the three software packages is at a cost of Precision. F-measures of the 

proposed method is better than the three software packages.

o The results of the proposed method outperform others for i) detection of 

significant perceptual edges ii) elimination of insignificant edges corresponding 

background and foreground textures.

A-4.3 Quantitative Analysis of Results of Proposed Method for 

Foreground Extraction w. r. t. Ground Truth
The quantitative comparisons of the results of proposed method for foreground 

extraction have been carried out with performance measures Precisiontg and Recallfg, 

computed with respect to Ground Truth foreground. High values of the performance 

measures are noteworthy (Figure 121 to Figure 126).
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The computation of Precisiontg and Recall differs for region based segmentation 

compared to the Precision and Recall used for measuring image retrieval performances. 

They are defined as follows:

Precisiontg is a ratio of area of intersection of detected foreground regions with 

Ground Truth foreground region to area of Detected foreground regions.

Recalltg is a ratio of area of intersection of detected foreground regions with 

Ground Truth foreground regions to area of Ground Truth foreground regions.
E.g., Precisiontg of 0.5 indicates that correctly detected foreground (with reference 

to Ground-Truth) is 50 % of the total detected foreground. Recalltg of 0.6 indicates that 

the correctly detected foreground (with reference to Ground-Truth) is 60% of the total 

correct (Ground-Truth) foreground.

In addition to a large number of results presented in the thesis for foreground 

extraction for qualitative comparisons with the Human segmented images of BSDB 

[Fowlkes, on line] [Martin, 2001], qualitative & quantitative analysis for performance 

measures have been carried on sample images of BSDB [Fowlkes, on line] [Martin, 2001], 

SIMPLIcity [SIMPLIcity, on line] and ALOI [ALOI, on line] [Geusebroek, 2001].

Ground Truth Foreground Images: The BSDB [Fowlkes, on line] [Martin, 2001] provides 

Human segmented Ground Truth images. These images contain segmented foreground 

and background regions. And hence, the Ground Truth foreground images have been 

produced manually using Adobe Photoshop from these Human segmented images. The 

images from other databases have been also processed with Adobe Photoshop to 

generate Ground Truth foreground images.

Following Figures give the qualitative and quantitative comparisons of the results 

with the Ground Truth. The original images and corresponding. human segmented 

images of BSDB [Fowlkes, on line] [Martin, 2001] are shown in Figure 121 (a) and Figure 122 

(b) respectively. Figure 121 (c) shows Ground-Truth foreground images produced with 

Adobe Photoshop from respective images of Figure 121 (b). The foreground regions are 

marked with White. Figure 121 (d) indicates level of Haar SWT used for proposed 

algorithm. Figure .121 (e) shows the extracted foreground regions from original images of 

(a) with proposed foreground extraction algorithm. These extracted foreground regions 

are marked with White and can be qualitatively compared with the corresponding 

Ground Truth foreground shown in Figure 121 (c). These foreground regions (White) of 

Figure 121 (e) are mapped to images to yield foreground images shown in Figure 121 (f) 

containing background marked as Black. Figure 121 (g) and Figure 121 (h) are the .
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quantitative measures of Precisionfg and Recallfg respectively, for extracted foreground 

with proposed algorithm with reference to the Ground Truth foreground.

Figure 122 illustrates results and quantitative & qualitative analysis for 

foreground extraction carried out at two different levels of Haar SWT decomposition for 

images of BSDB [Fowlkes, on line] [Martin, 2001]. The chart for Precisionfg & Recallfg for 

results of Figure 121 and Figure 122 have been presented in Figure 123 indicative of high 

average Precisionfg & high average Recallfg.

Figure 124 and Figure 125 illustrate high performance measures with respect to

ground truth for images of other databases - SIMPLIcity [Wang, 2001] [SIMPLIcity, on line] 

and ALOI [ALOI, on line] [Geusebroek, 2001], The corresponding chart has been 

presented in Figure 126.

Figure 121. Qualitative & Quantitative Performance Comparisons for foreground extraction, (a) Original BSDB Images BSDB 
[Fowlkes, on line] [Martin, 2001] (b)FIuman segmented Ground Truth images at BSDBfFowlkes, on line] [Martin, 2001]. 
(c)Ground Truth foreground from (b), produced with Adobe Photoshop, (d) Level of Haar SWT used, (e) Extracted foreground 
regions from Original images of (a) produced with proposed algorithm, (f) Corresponding foreground image, mapped from (e). (g) 
and (h) Precisionfg and Recallfg respectively for extracted foreground regions of (e).
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Figure 122. Qualitative & Quantitative Performance Comparisons for foreground extraction with respect to different levels of Haar 
SWT. (a) Original BSDB Images BSDB [Fowlkes, on line] [Martin, 2001]. (b)Human segmented Ground Truth images at 
BSDB[Fowlkes, on line] [Martin, 2001], (c) Ground Truth foreground from (b), produced with Adobe Photoshop, (d) Level of Haar 
SWT used, (e) Extracted foreground regions from Original images of (a) produced with proposed algorithm, (f) Corresponding 
foreground image, mapped from (e). (g) and (h) Precisionfg and Recalifg respectively for extracted foreground regions of (e).
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Precision & Recall for Foreground Extraction wrt Ground 
Truth on BSDB Images

1

Figure 123. Quantitative analysis w.r.t. ground truth for foreground extraction on BSDB Images

a)

c) Level 2 Level 1 Level 1

Ed & I
Figure 124. Qualitative & Quantitative Performance Comparisons for foreground extraction on images with illumination variations, 
(a) Original images, Left - size reduced image photographed by an amateur, Middle & Right from ALOI [ALOI, on line] 
[Geusebroek, 2001], (b) Ground Truth foreground from (a) produced with Adobe Photoshop, (c) Level of Haar SWT used, (d) 
Extracted foreground regions from Original images of (a) produced with proposed algorithm, (e) Corresponding foreground image, 
mapped from (d). (f) and (g) Precisionfg and Recallfg respectively for extracted foreground regions of (d).
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Figure 126. Precision - Recall analysis w. r. t. ground truth for foreground extraction on BSDB images [Fowlkes, on line]

Precision & Recall for Foreground Extraction vwt Ground 
Truth on Other Images

1
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Figure 125. Qualitative & Quantitative Performance Comparisons for foreground extraction, (a) Original images [Wang, 2001] 
[SIMPLIcity, on line], (b) Ground Truth foreground from (a) produced with Adobe Photoshop, (c) Level of Haar SWT used, (d) 
Extracted foreground regions from Original images of (a) produced with proposed algorithm, (e) Corresponding foreground image, 
mapped from (d). (f) and (g) Precision,-, and Recallfg respectively for extracted foreground regions of (d).
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A-4.3.1 Discussion

o The proposed method of foreground extraction is effective on diversified 

images as can be concluded by qualitative & quantitative comparisons of 

Ground Truth foregrounds with extracted foregrounds with proposed method. 

Precisionfg & Recalltg - quantitative performance measures with the respect to 

Ground truth are quite high.

o The Precisiontg of extracted foreground is high even for the complex natural 

images of BSDB [Fowlkes, on line] [Martin, 2001]. The average Precision of 0.595 

with average Recall of 0.85 for sample image set is quite significant.

o The work reported so far in the literature for foreground extraction of 

challenging images of BSDB [Fowlkes, on line] [Martin, 2001] is mainly based on 

Graph cuts. The proposed method and the qualitative results with high 

Precision & Recall are unique, novel & not reported so far.

A-4.4 Color Codes
Innovative and unique 27 (25 + 2) color codes to effectively represent entire 

spectrum of RGB color space (224 colors) are formulated and used for the purpose of 

image segmentation and feature extraction leading to color similarity based image 

retrieval. The codes are formulated by exploiting intra-tuple RGB relationship as shown in 

Table 27. A Color Code represents a set of colors satisfying corresponding intra-tuple RGB 

relationship. These color codes are the broadest color descriptors used to represent color 

attributes of images. Color code_0 represents pure black (with R = G = B = 0) 

differentiating it from Code_l. Code„26 is a special code to represent colors around 

boundaries of color codes.

A-4.4.1 Results - Color Code Based Segmentation

Figure 127 illustrates effectiveness of proposed novel color codes to represent 

image color attributes leading to image, segmentation. The depicted sample images are 

some of the most challenging images of standard databases of BSDB [Fowlkes, on line] 

[Martin, 2001] and SIMPLIcity [Wang, 2001]. A standard image of Baboon possessing 

typical textures and color combinations is also segmented effectively with 4.1 seconds as 

segmentation time on the dual core processor with T .49 GB of RAM. Segmentation time 

analysis is further reported in Section A-4.5.

Despite being broadest color descriptors, their effective representations for colors 

of images have been exploited for image retrieval to increase the Recall. The 

combination of foreground color codes and foreground shape with selectable

230



"Evaluation, Enhancement, Development & Implementation of Content Based Image Retrieval Algorithms"

percentage weight for image retrieval not only maps the need & perception of a user 

but also increases the Precision without sacrificing Recall much.

Table 27. Formulation of Color Codes

Sr. No. Code
RGB Relationship Deciding Set 

of Colors Mapping to 
Respective Color Code

1. CodeJ R =B=G & R != 0

2. CodeJ R=G & R >B

3. CodeJ R=B & R > G

4. ■ Code_4 G=B & G >R

5. Code„5 R = G & B > R

6. Code_6 R = B & G > R

7. Code_7 G = B & R >G

8. CodeJ R >B>G & (R-B) = (B-G)

9. CodeJ R >B>G & (R-B) > (B-G)

10. CodeJ 0 R >B>G & (R-B) < (B-G)

11. CodeJ 1 R > G > B & ( R-G) = (G - B)

12. CodeJ 2 R > G>B & (R-G) > (G-B)

13. CodeJ 3 R > G>B (R-G) < (G-B)

14. CodeJ 4 G > R>B & ( G-R) = (R - B)

15. CodeJ 5 G > R>B & ( G-R) > (R - B)

16. CodeJ 6 G > R>B & (G-R) < (R - B)

17. CodeJ 7 G > B>R & ( G-B) = (B - R)

18. CodeJ 8 G > B>R & ( G-B) > (B - R)

19. Code_19 G > B>R & ( G-B) < (B - R)

20. Code_20 B > G > R & (B - G ) = (G - R)

21. Code_21 B > G > R & (B -G ) > (G - R)

22. Code_22 B > G > R & (B -G ) < (G - R)

23. Code_23 B>R>G&(B-R) = (R-G)

24. Code_24 B > R > G & (B - R ) > (R - G)

25. Code_25 B > R > G & (B - R ) < (R - G)

26. CodeJ) 7D n C
D II Q ii o

27. Code_26 Special
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Original Images 
SIMPLIcity [Wang,

Sr. 2001],
No. BSDB [Fowlkes, on 

line] [Martin, 
2001]

Color code 
based

segmented images

Figure 127. Results: Color codes based segmentation.
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Sr.
No.

Original Images 
SIMPLIcity [Wang, 

2001],

BSDB [Fowlkes, on 
line] [Martin, 

2001]

Color code 
based

segmented images

108073.'

30091

BABOON

Figure 127 (Contd ). Results: Color codes based segmentation.

A-4.5 Processing Time Analysis
The development, testing & implementation ot algorithms has been carried out on 

a machine having dual core Intel processor (T2050 @ 1.6 GHz) with 1.49 GB of RAM. The 

high processing time required particularly for prominent boundaries based algorithms 

demands high end servers for their deployment at real time.

Table 28 presents processing time for segmentation with Color codes and total 

processing time for edge & prominent boundaries detection and foreground extraction 

on sample images of SIMPLIcity images [Wang, 2001] of size 384 x 256. The processing 

time for boundary detection based approach is tabulated for SWT Haar level 1 and level 

2. Whereas Table 29 summarizes processing time for various images of BSDB images 

[Fowlkes, on line] [Martin, 2001] of size 421 X 381 processed for color codes based 

segmentation and boundary based algorithms with SWT Haar decomposition at level 2 

and level 3.
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Table 28. Processing time analysis for SIMPLIcity images

SIMPLIcity Images 
[Wang, 2001] 

Size - 384 x 256

Processing Time 
Seconds

Color Code 
Based

Segmentation
Algorithm
Attempt

Attempt 2

Boundary 
Detection Based 

Algorithms

SWT Haar Level

SWT Haar Level 2

44.jpg

310.jpg

22.jpg

1.9

.65

1.5

1.85

1.68

2.32

1.54

1.77

234.9

205.2

154.1

103.3

2177.7

605.2

677.6

809

740.
1.90

.79

2.1

2.7

91.

177.76

229.75

141.3
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Table 29. Processing time analysis for BSDB images

BSDB Images 
Sr. [Fowlkes, on line]
No [Martin, 2001] 

Size-421 X 381

Processing Time 
Seconds

Color Code 
Based

Segmentation
Algorithm
Attempt 1
Attempt 2

Boundary 
Detection Based 

Algorithms

SWT Haar Level 2
SWT Haar Level 3

42049.jpg
I * 1.64

1.89

544.7

374.3

30009 l.jpc
1.93

1.7

1.78

2.03

1.65

1.70

232.2

175.7

246.3

226.7

438.5

290.5

108005.il
.70

1.68

1.71

.78

547.5

245.3

393.7

228.2
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A-4.5.1 Discussion

o Color code based segmentation requires less time compared to boundary 

detection based algorithms.

o Processing time of images containing textures is significantly high for boundary 

detection based algorithms. Processing time reduces at higher levels of SWT.

o Processing time of color codes based segmentation does not depend on 

textures or categories of images. It is merely proportionate to the size of the 

image.

o Considering effectiveness and suitability of proposed boundary detection 

based algorithms, high end servers are needed & recommended to meet their 

computational requirements.
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