CHAPTER VII

Economic Design of np-Control Charts with Different Control

Limits for Different Assignable Causes.

7«1 In this chapter ws propose an np-control chart with two
wppar control limits defining three reglons on the chart. The
lowar contreol limit of the chart iz assumed to be zero. This
chart ds wsed to monitor a production process subject to two
assignable causes. The advantage of this chart is that the chart
ot only detects the shift in the process bult also suggests which
corrective action is to be taken.

We develop the sxpected cost model for the proposed
np~control ochart with two upper control limits. The optimal
values of the design variables are obtained for this cost model.

A comparision is made between the proposed two upper control
limits chart and the "matched" single upper control Limit chart
from the cost point of view. It is observed that the former is an
improvement over the latter.

The further lmprovement in the cost is achieved by using the
curtailed sampling policy in place of the complete sampling
policy in the sxpected cost model of the np-control chart with
two upper control limits.

In Bection 7.7 the use of curtailed sampling is discussed.

Earlier sections are devoted to complete sampling.
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7.2 Need for the Proposed Control Chart

7.2.1 The past research on the ecomomic design of the control
charts can be classified along two dimensions i

(i) Whether the proocess s subject to a single or the multiple
assignable causes.

(ii) Whether the gquality characteristic is measured on a
continuoue scale {(variable control chart) or on a discrete scale
(attribute control chart).

Duncan (1954) developed the economic design of Shewhart type
H=-chart to control a process subject to a single assignable
cause. BSimilar work on the control chart for attribute has been
gstudied by Landy ((1973), Chiu (1974) and Gibra ((1978) Ffor a
process subject to a single assignable cause.

Lorenzen and Vance (1986) presented a wunifled approach for
the sconomic design of the control ocharts for variables and
atbributes in the presence of & single assignable cause.

The sconomic models of variable control charts for a process
subject to multiple assignable causes incliude those of
Knappenberger and Brandage (1969) and Duncan (1971). The economic
models of attribute control charts for a process subject to
multiple assignable causes have been proposed by Montgomery,
Meikss and Mance (1978), Chiw (197&), Bibra (1981) and Williams,

Looney and FPeters (1985, 1990).
722 A common characteristic in all the past research
mentionsd above is that a single response mode has been assumed

gven when there are multiple assignable causes shifting the
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process to different out-of-control states. Specifically, when
Ehe control chart indicates that the process is out of control,
the same action is always taken, consisting of a perfect search
for the assignable cause followed by an appropriate restoration
procedure.

However, & single response mode is inadeguate when there
exist multiple assignable causes requiring different levels of
restoration. Thereby a search for the assignable cause in effect
is very expensive and time consuming. In such cases, it is
desirable to use a control chart having different control limits
to detect different assignable causes.

7.2.3 An introduction of three decision criteria done by two
paire of control limits bas previously been proposed by Schmidt,
Bannet and Case (1980) in their research work on acceptance
sampling plang by variables. The two pairs of control limits
divide the chard into three regimnmn An inspected lot may be (i)
accepted or (11) rejected and screensd or (1ii) rejected and
socrapped according to the region of the chart in which the sample
mean is plotted. As a matter of fact, rather from the historical
point of view, we would like to mention that this concept is
almost similar to the concept introduced by Fandey (1974) in his
research work on acceptance sampling plans by attributes. Fandey
(1974)  introduced the three declsien criteria done by two

acceptance numbers., IF % is the numbsr of nonconforming units

found in the sample of size n, then the ingpected lot may be
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(1) accepted if O 2 x & oy
or (ii) screened if oy < % & o
or (iil) rejected if co 4 ¥ 2 n.

-
wh

o

l.ater on Tagaras and Lee (1988) used this concept
the construction of the economic design of control chart for
sample means where the location of the sample point on the chart
iz not associated with the decision of acceptance / rejection of
the lot but is associated with the determination of the
appropriate corrective action. We propose to use this concept in
designing the economic np-control chart under both uncurtalled
and curtailed sampling.

Burprisingly, there is no mention of Fandey’'s (1974) work on
three decision criteria by Schmidt et al. (1980) and by Tagaras

and Lee (1988).

7.3 The Production Process and the Inspection Procedure.

The production process has an in—control state E, and two
out-gf-control states Ey and Eg. The state E; represents a minor
problem in the process caussd by the assignable cause 1. The
state E, represents a major problem in the process caused by the
asslgnable cause 2. Wheﬁ the process is in the state &
(i=0,1,%), the proportion of nonconforming units produced is py
(imOQQQE) such that p, < py 4 po.

The production process starts in the in-control state. The
time wntil the occurrences of the assignable causes 1| and 2
are éasumed to be independently and exponentilally distributed

with means 173y and 1/x» hours of operating time respectively.
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When the process is in  the state E;, the time until the
occurrence of the assignable cause 2 is again exponential with
mean 1/3xy» hours of operating time. When the process is in state
En it stays there until the external intervention and restoration
are done to bring the process to the state Eg.

The process is observed by examining & sample of n units at
the fixed intervals of h hours of operating time. Suppose R units
are produced per hour of operating time. Then the numbsr of units
produced between two successive samples is hR = k. Let d be the
rnumber of nonconforming units found in the sample.

If d < my, then the process is declared to be in control. No
action ig taken and the production is continuwed.

If my £ d <« my, then the process is declared to be in state
Ey and the first level of action is taken. The first level of
action corresponds to a minor adjustment in the process and is
designed to restore the process from the state Eq to the state
Epe

I+ d 2 my, then the process is declared to be in the state
E~ and the second level of action is taken. The second level of
action calls for a major and more costly intervention. It is
designed to restore the process from the state EQ to the state

Ege ‘

It is assumed that if the process is in the state Eo, then
the first leve} of action will not be able to restore the process
to E,. However, the second level of action will always restore
the process to E, regardless of whether the process has been in
Ey or En.

Ly
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A typical np-control chart with two upper control limits is

given in following figure 7.1.
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Figure 7.1

L.t 8 5 (L, J=0Q,1,2) be th&'prmbahility that the jth level of
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7.4 The Expected Cost Model

7.4.1 The cost model used is similar to the cost model developed
by Tagaras and Lee (1988) for ﬁmcﬁart with two pairs of control
limits defining three regions on the chart.

A production cycle is defined as the time period from the
beginning of the process in E, to the next beginning of the
process in E., after detection and elimination of the assignable
cause .,

Let E(T) be the expected length of the production cycle. Let
E(CY be the expected total cost incurred during the production
cycle. Then the expected cost per time unit ECPTU is given by
E(C)ZECT) .

We compute ECPTU in the remaining part of this section.

7.4.2 Description of Certain Terms Required to develop the
Expected Cost Madel
1/% = the average operating time the process remains in state Ej
before shifting to E; or Es (=ki+thn),
t = the expected sampling time per unit,
Liy = the expected time spent on ith level restoration (i=1,32),
Ty = the time until the process shifts to an out-of-control
state,
T = the time between the shift of the process to ouwt-of-control

state and the first inspection thareafter,

=]
1]

i = the time between the first inspection afler the process

shifits to an out-of~contreol state and the end of the
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production cycle given that the first shift is to state E;j
(i=1,2),

the inspection cost per unit,

the cost of producing a nonconforming unit,

the cost of ith level restoration (i=1,2),

the tmta} cost incurred during T,

the total cost incuwrred during T,

the total cost incurred during T; (i=l1,32),

qij(u) = fthe probability that there are at least u inspections

Ai(u)

n

atter the process shifts to an out of control state and
before the end of the cycle and that the trus state of the
process 1s Ej at the time of uth inspection, given that the
first shift of the process was to state E; (i=1,2; j=1,2j
w=l 2y wuwdy

= the expected number of nonconforming uwunits produced
between uth and (utl)th inspection after the process ghifﬁ%
to an out—-pf-control state, given that the first shift of

the process was to state E; (i=1,32),

= the profit per time uwunit during the operation of the

process in state E,.

If the production is stopped during sampling and inspection

the effective cost of sampling is

B = Lnkh + ntrl : enu7udal)

I+ the production continues during sampling and inspection,

then set t = 0 in the above expression.

the

In the similar manner, if the production is stopped during

restoration then the effective cost of ith level of

LR
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restoration is

Ri =8 l:l”i "+ Liﬂj (i = 19E) nun(?n‘gl‘nsa)

7«4.3 The Expected Length of the Production Cycle

The expected length of the production cycle is

EXT) = E(T,) o+ ECr) + (g /WE(Ty) 4 O/ WE(Ta)

anwl7ad.E)

The expectations on the right side are obtained in that
turn. The expected number of samples taken during the in-control
state, as givan by Duncan (198&6) is

axp(~xh)
NCOSP = s oo wna{7u4.4)
I—gup(-3h)

Also there is a possibility of false alarm for each sampling
inspection. Hence the expected length - of time the process remains
in the in-control state is

E(TL) = 1/0 + (agily + agples + ntINGOD v (78,5

The QQnsity function of T as given by Duncan (1956) is

n enpl-i{h-r)1

flr) = e l7.4.6)
l—-aup(-xh)

We therefore have

who~ 1+ exp(-ih
E{r) = vewl7ed7)
wil-@xp{~nh)l

The expected values E(T ) and EBE(T-) consist of three parts ¢
(i) operation time in out-of-control state since the first
inspection after the shift of the process,

(ii)} inspection time,



(iii) restoration time.

Let u be the number of inspections required to detect the
shift after the process becomes out of control, (u=1, 2, ...).
If the process shifts from Ej to Eq then
m
E(T ) = E [{(u~1dh + unt + LgJ gqqudagy
u=1
olu=1h +ount + Lad {oyalu)ana gy (W ay s
e Liqiﬁiu)agll snw7.4.8)
The sxpression for 31 (w) and qig(u> are derived by Tagaras

and Les (1988). These expressions are as follows.

ah exp(-ah) /L1 —~ expi{-xh)] if hgm o= o
gy (1) = Noexpl=nh) I=a@xpl-Chyo=nIhl
~~~~~~~~~~~~~~~ K e s Ngm e A
fl-eup(~nh)l (hgm=n)d

qla(l:' o] - (1]11(1)

B

Ay (W) = gyq(l) [Cl=ay) expl=h ah)1¥! ce o (70 A

oo
o= e g wig i‘f‘g L

- uxl o] g ]
Quotw) = (I=aod¥ g a(1) + by Z (Lmay)d~ipg=i=t

-4
e
e

aaw7.4.10)
where dn = don, d) = dyq P dyn
by = gy (1) (l=ay ) El~exupl~niohd]
By = (l=ctg d@xp(=iymh) L
If the process shifts from E, to ER directly the number of

inspections required to detect the shift is a geometric random

variable with parameter Gome Hente the expected number of samples



required to detect the shift is 1/aEE,

Hence,
E(Tn) = (1/@am = 1)h *+ nt/damn "+ e -+ Gloay by £ teary eas {70da 11
where,

B

(1/6tmm = 13N operation time in out-of-control state,

i

Nt/ atoe sampling time,
Lo = restoration time due to true alarm,
by /ogs = resgtoration time due to false alarm".
One can now use (7.4.5), (7.4.7), (7u456$ and (7.4.11) to

find E(T) of (7.4.3).

7.4.4 The Expected Cost Incurred During the Production Cycle
The total cost incurred during the production cycle is
E(C)Y = E(CL) + E(C,) + Oy/RIE(C)) + On/d0EA)  wuul7.4.12)
The total cost incurred during T, consists of the cost of
sampling, the cost of restoration due to false alarms and the
cost of producing nonconforming units.

We therefore have,

E<{Cn) = (B + oy Ry + dgmRa) Lexp(-ah) /{1 ~ exp(-3h)}1 + aRp,/x

vao{7a% 13}

Let 7;ii be the portion of v during which the process

i
remains in state Ej given that the first shift of the process is

to state E; (i, = 1,2).

Tagaras and Lee (1988) have shown that

#

E(Tlli) Ei ha q11(1)]/>\1::.: uuu(?n‘('!‘n:!«‘q‘)

E¢rn|1)

i

E('f) - E(Tl;‘l) nuw(?u“‘niﬁ;)
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The total cost incurred during 7 consists of the cost of
producing nonconforming unites. We therefore have
E(Cp) = Og/n) L[alECTy |IRpy + E(To|1)Rpalk]
+ (hp/%) LaE(T)Rpo] el (7.4.18)
The total cost incurred during T; consists of the cost of
sampling, the cost of effective and ineffective restoration, and
the cost of producing nonconforming units.

We therefore have,

0
E(Cy) = § CuB + Rydgqq (e,

u=i

+ UB + Rod{gyaluddnn + gy (Waynl
+ RigyolwWapy + Ay,,1 sxw{7.4.17)
To find Ay,, we define hy and hp as the time within the
sampling interval h that the process stays in state By and Eg
respectively, given that the process is in state Ey at the

beginning of the interval.

Then
h ®
E(hy) = J thyn expli~ngat) dt + Mhgn expl-iy-t) dt
0 h
= L1 =~ expl~); M1/ 0 eua (7 o418
E(hy) = h = E(hy) eas{7.4.19)

We therefore have,
Ay = algp gl = ey = aga) EMIRpy + E(ha)Rpal
T gye() (=gon) MRPa W 2.3, 0000
o (724200
The total cost incurred during Tn consists of the cost of

sampling, the cost due to effective and ineffective restoration
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and the cost of producing nonconforming units.
We therefore have,

E(Cr) = B/dan + doyRy/dos + Ro + all/dns ~ 1)hRpo

e {7 .4.21)

Thus one can evaluate E(C} given by (7.4.12) using (7.4.13),
(7:4.16), (7.4.17) and (7.4.21). The economic design problem is
solved b* finding the optimal values for the design variables n,
Mys Mo and k which minimize the ratio ECY/E(T)., The ratio
E(D)/E(T) represents the expected cost per time unit incureed

during the production cycle which is denoted by EOPTU.

7.9 Bolution Method and Numerical Example

Hooke~Jeeves search procedurs is wsed to find the optimal
values of n, Mys Moy k that minimize the expected cost per unit
time.

Lﬁé’t :)\1 s 0:&19 }\:;a = an}c}q? }\3“'2 = ‘3:‘30{3‘;

L.et b

= $ 1»Oy a = f§ 1(:)“‘:’5 l":l = fﬁ 10{)5 l"."g = ‘3 :'.ﬁ{:’n

-]

het t = O, Ly = 1.0, Lo = 2.0,
Let R = 100, n = % 300, p, = 0.01, p; = 0.10, pn = 0.50,.

For this combination of cost coefficients and process
parameters the search technigue yielded the following optimal
procedure.

n = 1ly, myg = 2y Mo = 4, k= 215 with minimum ECPTQ = % RR.TERET7.
The wvalues of some intermediate terms caloculated Ffor  this

numarical example at the optimal stage are as given below.

&0
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By = 0.0052 dmy = 0.1074  E(T)= 5.8496 E(C,) = & 233.23
Hop = 0.0000 dpp = 0.8867 E(To)= 2,3958 E(Cy) = $ 1189.79
ayq = 0.2841  E(T )= 71.5982 E(T) = 77.5431 E(Co) = % 1248.83
dyp = 0.0185 E¢ri= 1.080F E(C)= & 1176.02 E(C) = $ 2615.91

7.6 Comparision with the Traditional Single upper control Limit
Model
7.6.1 It has been shown by Duncan (1271) and Chiu (197&) that
single assignable cause approximation pesrformsg almost as good as
multiple assignable cause model if the multiple out~of-control
states are adequately approximated by single out-of-control
state.

In view of the above comment we construct & "matohed" single
out-of-control state model corresponding to two out-of-control

states model developed in SBection 7.4 of this chapler.

7:6.2 The "Matched" single out—-of-control State Model
The parameters of single out-of-control state model are
obtained by matching the parameters of two out-of-control states

model. The parameters are matched in the following manner.

AN o= rate of shift from the in~ﬁmntrm1 state
= \1 4 xz.
Py = proportion of nonconforming units produced in the in-
contral state
= Py
py = proportion of nonconforming units produced in  the

ouwt—-of-~control state

FEAN
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L = restoration time
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=
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- = restoration cost

R* = mffective restoration cost

= o L.

Recall the definations of the following terms from the Section

Tas Ts Los Ly by &y 2y, 6

Redefing the following terms.

Ty = time betwesen the first inspection after the shift of the
process to the out-of-comtrol state and end of the cycle,

Gy = the total cost incurred during T,

Hig = the probability that the Jjth level of action is taken when
the process is in the state E; (i,j = 0.1).
- n-d
iy B4 () D.;. (1,__pi)ﬂ'""d
i :;‘2 091 nnl(?né’ul)

The expected length of the productiaon cycle is

E4T) = E(T,) + ECv) + E(Ty) vea(746.2)
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where
E(TQ) = (1/% + “mlL + i) lexp(~-wh) /{1l - axp("kh)}ﬁ
4 v a (?'&AE)

ah o= b4 exp(-ih)

E(T) = —me e
Al - exp(-xh}? wow {70 4)
ECTy) = (1/agq = 1Yh + L + ntlayy cun 7065

The sxpected caost incurred during the production cygole ig

E(C) = E(CL) + E(C,) + E(Cy) van{7abob)
whera
E(C,) = (B + a01ﬁ*)tﬁxp(mmh)/{1 ~ @upl-ah) 31 - aRp,/n
wn w70l 7)
E(C,) = aBE(1)Rpy vew{7ub 8)
E(Cy) = B/ayy + R* + atl/ayq~1)hRp, veu{706.9)

The expected total cost per time uwunit incurred during the
production cycle under the "matched® single out-of-control state

model , therefore, is

EQPTU = E(C)/E(T) vua7.46.10)
where E(C) is given by (7.6.6) & E(T) is given by (7.46.2).

The minimum of this ECPTU is to be compared with the minimum
EGPTU of two assignable cause-two control limits model developed
in Section 7.4. This comparision enables us to find the cost
penalty associated with wsing the "matoched! single assignable
cause model in place of the two assignable cause model proposed

in section 7.4.
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' 7.6.3 Comparision by a Numerical Illustration.

Since there are two distinct responses in the original two
assignable cause model the only meaningful comparision is against
that "matoched" single assignable cause model which always uses a
gecond level of restoration as its single response. If the first
level of restoration is used the process would remain
indefinitely in state E- after its transition to Eq.

For Comparision we consider the same numerical example
discussed in Section 7.5. The cost coefficients and the systems
parameters of the "matched" single assignable cause-single
control limit model obtained by using the &xpr&ﬁﬁimné daerived in
Bection 7.6.2 are as follows i—

A= 0,014, R = 100, = & 500.0, © = 0, L = 2.0, p, = 0.01,
Py = 02143, b = & 1.0, a = & 10,0, r = % 150.0

For this combination of cost coefficients and systems
parameter Hooke-Jeeves technique yvielded the following optimal
procedurs .
=%, m= 2, k = 208 with minimum ECPTU = & 37.168%.

Comparing this approximate solution with the exact solution
derived in Bection 7.9, it is seen that the improvement in the
cost dus to two control limits -~ two responses chart over its
gingle control limit -~ single response approximation is 3.4326.

The proposed two control limits - two responses chart is
axpected to provide significant improvement in the cost in those
situations where the relative freguency of assignable cause 2 is

low (i.e the ratio ){/xp is high) and the cost of second level

e
§

&
-



of restoration is relatively high as compared to the first level

of restoration.

7.7 Use of Curtailed Sampling Policy in Two Control Limits - Two
Responses Model.
7.7.1 It has been shown in Chapter IV that the use of curtailed
gsampling policy leads to smaller expected cost. This is true for
Montgomery’'s (197%) model as well as for the cost model developed
by us in Bection 2.3 of Chapter II. It is also proved that the
fully-curtailed sampling policy is better than the semi-curtailed
as well as the uncurtailed sampling policies from the cost point
of view. In this section we use the curtailed sampling policy in
place of the complete sampling policy in the cost model developsd
by us in the SBection 7.4 of this chapter.

The curtailed sampling policy proposed by us to mateh the
uncurtal led sampling of this chapter is as follows #-

After production of every k units, inspect the units one by
ong till one of the following occurs (whichever is earlier)

(i) my nonconforming units are observed,
(ii) n-my+1 conforming units are observed,

(Lil) n units are sxamined.
If (1) happens then the process is declared to be out of control
and a search for the major assignable cause is undertaken (this
impliss the second level of action described in Section 7.3),
it (ii) happens then the process is declared to be in control and
the produaction continues (this is known as action of level zero

as per Beocbion 7.35),
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if (iii) happens then the process iz declared to be out of
control and a search for the minor assignable cause is undertaken
(this implies the first level of action described in Section
7.5,

A sort of the remark on the stopping ruilde and the decision
rule given above is desirable. If math nonconforming unit is
vhserved after the completion of the inspection of the nth unit
then it will be taken as if moth nonconforming unit is observed.
Similarly, if (n=my+1)th conforming unit is noted after the
completion of the inspection of nth unit thean it will be taken as
if (n=my+ldth conforming unit is observed,

The probability function associated with the above curtailed

sampling policy is as Qiven bhelow.

-1 Mz yoma
Y LY P § {(i-p)
m~—1 Y ®= May Motly ooy N
® = M
-1 n-=my+l oy (n-mg+l)
PlY=y, X=x) = (y Y} (1-p) o
n-=-my
y = nemgtly nemgbEy s N
¥ o= oy=(n=-my+l)
n —
) pt -pynTE
. y = n
- Moo= mig ml'{'ig R B 3 ‘n:&"ln
auu(‘?n?nl}
where .

p o= the probability of getting a monconforming unit,
Y = the actual number of wnits dnspeeted when the sanpling

terminates,
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X

it

the number of nonconforming units observed when the sampling

terminates.

7.7.2 The Average Sample Number (ASN)

Let ﬁi be the average sample number when the process is in
state E; (i = 0,1,8). The expression for ﬁi ia derived by taking
into consideration the marginal distribution of Y and htaking its

expectation when p = p; (i = 0,1,2).

The expression for h; is

- ] Y“‘i m:_a Y M
gy = £ vy (mm~1) Py (i=py)d
N all) 2
3 - fmytl y=(n-my+1)
+ Oz y Ty (hepy) Py
y=n=y+1 By
1 .
. m ® p R
+n & () opy (l=py)
wmmy *

nun(?n?u:&)
We mext show that
g & n iom 0,12 w7070

It is easy to see that

- n Y“‘j. ﬁ!;a y*"mg
ng &n & ¢ J) Py tiepg)
yﬂm;: mfZ" 1
n y1 nemy Ly Crimmg 1)
+*n & { yo(l-pyd =K
y=n~mq-+1 N0y
Mol o " s
ton e G P tmpy)
m-m1

naa(‘?n‘?nq‘)
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The relation between the distribution functions of the

binomial distribution and the

negative

binomial distribution is as
follows.
n y-1 k y—Hk non H (Rl
a ) (1-p) s ) g (1=-p)
yale o k- P P w=k M R P
ven (70 708)
Using this relation in the expression (7.7.4) we have '
e n o n i nex
rn; X & ) i (l=p)
i e PR Pi Pi
b B My aep ol
xEA-myPl X Pi? Pi
mo=l o oy -3t
+ 0 & ) py epg)
wEMyo® woul74706)
Then using the relation
I n K n-y kon # R
& () (i-p) p = a {()rp (-
P s B L HED Y e an (T T T
in the middle term of the expression (7.7.6) and adding we have
Ry smo 2 (hopp (lepp
i= TR i YATRE
REQ M sual7e7.8)
® oy,
Thus Ry 4 n (L = 0,1,2) is established.
7.7.3 The Expression for QG 5 under Curtailed Sampling
ey 5 iz the probability that jth level of action ils taken

when the process is in the state E;. Level o denotes no action.

The expression for 8y under the curtailed sampling is a8

follows.

168



y y—1 n=my+l  y=(n-my+13
Aig = E { > (l-py) Pi
y=n-my+1l n-my
a nn(?:’?nc?a)

Mo My ol (fep. T
Hiq4 =& 5 1-p.
i1 M=My % Pi Pi
a v a ('?“'7'9l:))
" y-1 My N
gyo = & { }opy (lepy)

y=En Mol
0w (707.9C)
Using the relation given by (7.7.8) and (7.7.7), it can be easily
seen that bthe sxpressions for g (i, = 0,1,3) remain the same
tnder the curtalled sampling and the complete sampling policies

(Lo, (7.7.9a) ig the same as (7.3.1a) and (7.7.9¢) is the samg

as (7.3.1¢)) .

7.7.4 The Effects of Curtailment on Expected Costs

We now study the effect of using the curtailed sampling
policy on the expected cost model developed in Section 7.4 of
thig chapter.

The total expected cost, EC), incurred dwring the
production cycle consists of four components E(G) i = 01,2 and
E(C,) such that |

ECC) = EC(CL) + ECCL) + (g /0B + (N /hn)E(Cn)

wea(7.7.10)

The effective cost of sampling under complete %ampling.iﬁ

G = n(b + ) aua (707.31)

Therefore effective cost of sampling under the curtalled
sampling is

G,

i = fitb + tm cu s (707412)
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when the sample is taken in the state E; (i = 0,1,2).

If the production continues during inspection then set t = O
in the above expressions (7.7.11) and (7.7.12).

The result ﬁi 2 (i o= G,1,2) implies that

G, 26 (d = 0,1,2). wea 477,43

When ocurtalled sampling is to be used, then in the expressions
for E(Cy) (i = 0,1,2), the original cost of sampling G is to be
replaced by the new cost of sampling G; (i = Q,1,&,?) in the
following mannsr.
(1) In E(C,) all the samples are taken in the in-control state
E,ye Hence 8 is to be replaced by Bm in the expression for EW)
of uncurtailed sampling given by (7.4.1%).
(2) In the expression for E(Cy) of uncurtailed sampling given by
(7.4.17), whaen the multiplier of 6 is gy (udy G is to be replaced
by By. This is obvious from the definition of ogqy(u). When the
multiplier of 6 is gy-(W, let w (w < W) be the number of
samples taken in the state Ey before the process shifts to state
Ese This means that the remaining u-w samples are taken in the
state En. MHence for the first w samples 8 is to be replaced by
By and for the remaining u-w samples 6 is to be replaced by Ga.
We would like to mention that the expression for w is not
derived, yet it does not create any difficulty since

WEy + (U-w)Bs 2 wh + (u-w)E = ub vesn7.7.14)
whatever may ba the value of w.
() In E(Cn) all the samples are taken in the state E~n. Hence 6
is to be replaced by Ga in  the expression for E(Ca) -of

uncurtalled sampling given by (7.4.21).
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(4) The component E(C,) does not contain GB. Hence the gquestion of
replacement does not arise.

Since @34 (i, = 0,1,2) attain the same values under the
curtalled and the complete sampling policies all the other terms
of E(Cy) (1 = 0,1,2) and all the terms of E(C.) remain unaltered
whan we use curtailed sampling in place of campletﬁ sampling.

Bince B £ 6 (1 = 0,1,2), it is esasy to see that

CECC Y Iogre & LEWO I heurt ann (7.7.15)

o= 0,1,2.

CEC ) Toppere = LECD I necurt san{7.7.164)
We therefore have
aeelZ7.7017)

LE(C) ] LEWC)]

curt & uneurt

This means that the total sxpected cost incuwrred dwring the
production cycle is smaller when cuwrtailed sampling is used in
place of complete sampling policy. These expected costs are
caleulated using the fixed design variables (ny, myy Mo, k).

The result (7.7.17) shows that the numerator of the
objective function ECFTU is smaller when curtailed sampling is
used in place of complete sampling.

If we assume that t = O, the expected length of the
production cyele E(T) given by (7.4.3) remains the same under
both the sampling policies.

I £ > 0 and assuming that it is small it can be ssen that
E(T) remains almost the same under both the sampling policilies.

We therefore have

LECFTUI e & CECFTUI feurt e {7070 18)



This leads to a conclusion that curtailed sampling is no
more expensive thayn the traditional complete sampling for the

cost model developed in this chapter also.
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LISTING OF CHAPTER VII
SUBROUTINE OBJS(AKE,MSTAGE,SUM,ALDAL, ALDAZ , ALDALZ  NB,NANR1,
1 NR2,T,TR1,TRZ,NPIE,NU,PNOT,PONE,PTHD) '
FILE NAME IS B:SHY?Z
PROGRAM ON ECONCHMIC DESIGN OF NP-CHART WHEN THERE ARE TWO
CONROL LIMITS
DIMENSION B11(100),012(100) ,TERM{100) ,A1{1i00) ,AZ(100) , TERNMS{100)
1 LO22(100) ,AKE(S)
WRITE(%,2) ALDAL,ALDAZ, ALDALZ
FORMAT(1X, "ALDAl=",F10.4, ALDAZ=",Fi12.4, ALDAIZ=",F12.4)
WRITE(%,4) NB,.MA,NR1,NRZ
FORMAT(1X, 'NB=",14, MA=",14, NR1=",14, NRZ=',14)
WRITE(%,&) T,TR1,TR2
FORMAT(1X, ' T=",F10.4, TRi=',F10.4, TRZ=',F10.4)
WRITE(%,8) NPIE .NU
FORMAT(1X, NPIE=',I5, 'NU=",1I5)
WRITE(%,10) PNOT,PONE ,PTWO
10 FORMAT(1X, 'PNOT=",F10.4, PONE=",F10.4, PTWO=",F10.4)
N=AKE(1) ‘
M1=AKE(2)
MZ=0KE(3)
K=AKE(4)
WRITE(%,12) N,M1,M2,K ,
2 FORMAT(IX, "N=",I5, Ml=",I5, F2=",I5, K=",15)
ALDA=ALDA1+ALDAZ
=FLOAT(K)/NU
WRITE(¥,13) H
13 FORMAT(1X, "H=" ,F10.6)
PROB=FNOT
Mi=M1
NN=N
NT=NN-FM+1
CALL BIN(PROB,MM,NT,PR,PA,FIND)
PR1=FR
PROB=FNOT
MM=HMZ
M=
NT=NN—FMM+1
CAaLL BIM(PROE,MM,NT,.PR,.PA.PIND?
PR2=PR
AL PAC1=PRI1~-PRZ
ALFAGZ=FRZ
WRITE(%,16) ALPAOL,ALPAOZ
16 FORMAT(1X,. ALPAOL1=",F10.4, ALPAOZ=",F10.6&)
PROB=FPONE
Mii=M1
NN=N
NT=NN-MM+1
CALL BIM(PRDEB,MM,NT,PR,RA,FPIND)
PR3=PR
PROB=PONE
MM=p2
NN=N
NT=NN-MM+1
CALL BIN(PROB,MM,NT,FR,PA,.PIND}
FR4=PK
ALPAL1=FR3-PR4
ALFPAL1Z=FR4

M
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17

21

23

30

31

39

40

[y

WRITE(%,17) ALPALi . ALFALZ

FORMAT(1X, 'ALPALli=",Fi0.6, ALPAL12=" ,Fi10.4&)
PROE=PTWO

MM=M1

NN=N

NT=RN—MM+1

CALL BIN(PROB,MM,NT.PR,P&,PIND}

FRS=PR

MM=M2

NN=N

NT=NN-HMH+1

CALL BIN(PROB,MM,NT,PR,FPA.PIND)

FR&=PR

ALFAZ1=PR5-PR&

ALPAZZ=PR&

WRITE(%,20) ALPAZ1,ALPAZ2

FORMAT(1X, ALPAZI=' ,F10.4, ALPAZZ=",F10.4)
POWER=ALDA%H

PPOWER=—~POWER

EPOWER=EXP ( PPOWER)

TAW=( POWER~1+EPOWER) / (ALDAX { 1~EPDWER) )
TO=1/ALDA+{ALPAOL R TR1+ALPAOZ X TR2+NET ) XEPOWER/ { 1-EPOWER)
WRITE(%,21) TAW,TO
FORMAT(1X, ' TAW=",F10.46, TO=",F10.4)
ALPAL=ALPAL1+ALPALZ

ALPAZ=ALPAZ2

D=ALDA12~ALDA

GE=D%H

B=—66

811 (1)=(ALDAXEPOWER/ ( 1~EPOWER} )2 { { 1~EXP{5) )/ (ALDA12-
ALDA) )

=ALDA1ZXH

FF=-F

DO 25 K=2,100

QI1CKI=011 (1) 2( (1-ALPAL Y REXP(FFI X% (k—1)
CONTINUE

B12(1)=1-Q11¢(1)

DO 30 K=2,100

MIZ=2 (R (1 -ALPAR YRR (K13 +01 1 (13 R 1-ALPAL Y E{1-EXP(FF )

X ({1-ALPAL)XEXP(FF) ) 2% {K~1)—-(1-ALPAZ) % (K~1))/
{ {1-ALPAL) X EXP(FF)—{1-ALPAZ})

CONT INUE

WRITE(%,31) (B11(K),K=1,100)

WRITE(%,31) (Q12(K),K=1,100)

FORMAT{1X,10F7.4)

SUM=0

D0 35 K=1,100

TERMED)=({(K—-1)% H +KENETHTRIJEALPAI1201I 1KY+ 001 EHHRENET+

TRZ}¥{(ALPAIZ2%01 1 (K3 +ALPAZRA1I2{K) }+TRZXALPAZIZQI2(K) )
SUM=SUM+TERM{K}
IF{TERM(K) .LE.Q.0GO001) GO TO 40
CONTINUE
T1=5LIM
WRITE(%,51)71
ISTOP=100
‘G0 TO 48
T1=5UM

-
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£1
a1
48

e

bl

&G

o
b

|23
L

70

7o
0

B85
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WRITE(%,51) T1

ISTOP=K

WRITE(%,41)ISTOP

FORMAT({1X, " ISTOP=",14}
FORMAT(1X, ' Ti=",FiZ.4}

T2=(1—-ALPAZ) xH/ALPAZ+NET/ALPAZ+TR2+ALPAZ1XTR1/ALPAZ
WRITE(%,521T2

FORMAT(1X, ' T2=',F12.4)
EXPT=TO+TAW+ALDA1XT1/ALDA+ALDAZETZ/ALDA
WRITE(%,53) EXPT

FORMAT(1X, 'EXPT=",F12.4)
CR1=NR1+TR1XNPIE

CR2=NR2+TR2XNFIE

WRITE(%,55) CRi,CR2

FORMAT(1X, ‘CRi=',F12.4, CR2=',F12.4)
CH=N% (NB+TENPIE)

CO={ALFACILXCRI+AL PAOZRERZHEE ) X EPORER/ (1 -EFORER ) +NAXNUXPNOT /ALDA

WRITE(%,58)CS,CO

FORMAT(1X, ‘CS=',F1Z.4, "CO=" ,F172.4)
TAW11=(1-811(1))/ALDA12

TAWZ1=TAW-TAKWL1

TAWZ2=TAW

WRITE(%,60)TAW11 ,TAWZ1 , TAW22

FORMAT(1X, ‘TAWL1="',F10.6, TAW21=",F10.46, TAW22=',F10.&}
CTAW=(ALDAL/ALDA) ¥ (NAX ( TAWL 1 XNUSPONE+TAWZ 1 $NUSPTHO) ) +
(ALDAZ/ALDA} ¥ (NAXTAWENUXPTWO)

WRITE(%,62) CTAW

FORMAT(1X, CTAW=',F12.4)

Hi={1-EXP(FF))/ALDAIZ

HE=H-H1

DO 65 K=1,100

A1 (K =011 (K)%{1-ALPA1) & (H1 KNUZPONE+HZXNUXPTWO ) £NA
+E12(K) ¥ ( 1-ALPAZ) *HENUXPTWOENA

CONT INUE

DO 63 K=1,100

22 (K)=(1-ALPAZ) %R (K—1)

A2 (K =022 (K ¥ ( 1-ALPAZ ) XHENUXPTWO

CONT INUE

WRITE(%,31)(022(K) K=1,100)

WRITE(%,70) (AL(K).K=1,100)

FORMAT(1X 7F10.6)

WRITE(%,70) (AZ{K),K=1,100)}

SUMS=0

DO 75 K=1,100

TERMS (K)= (KXCS+CR1)$ALPAL 12011 (K)+(KECS+CR2) % (Q12(K) %ALPAZ
+011 () XALPA12) +CR1XG12 (K) XALPAZ1+A1 (K) :
SUMS=8UMS+TERMS (i)

IF(TERMS(K) .LE.0.00001) GO TO 90

CONTINUE

C1=SUMS

C2=({CS+ALPAZ1 XCR1+ALPAZXCRZ+ ( 1-ALPAZ ) B HENUXPTWO) /8L PAZ
=CO+CTAN+ (ALDAL/ALDA) #C1+(ALDAZ/ALDA ) XC2
ECPUT=C/EXPT

WRITE(%,85) Ci,C2,C

FORMAT(1X, 'Ci=",FiZ.4,°'C2=" Fi12.4, 'C3=" ,F12.4)
WRITE(%,80) ECPUT :
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8O FORMAT(1X, "ECPUT=",F12.58)
SUM=ECPUT
RETURN
END

c FILE NAME IS B:MNGHZ
T PROGROM FOR ECPTU OF MATCHED SINGLE CONTROL LIMIT HMODEL
SUBROUTIMNE OBJI(RK . MBTAGE,SUM,AL,AZ,A3..04 RATE.ALEMDA,
1 PNOTPONE)
DIMENSION RE(3)
1 format{ix,4f10.4}
wrrite(X,1)al,a2,a3;a4
3 FORMAT{IX,2F10.4)
WRITE(% ,Z)ALEMDARATE
WRITE(%,3)PNOT ,FONE
SNOT=RE (1)
SRMOT=RK(2Z)
REIJNOT=RK (3}
WRITE{%,3)5MN0OT,8RNOT ,RESNOT
5 FORMAT(1X,3F10.4)
POWER=ALEMDARSRNOT /RATE
PPOWMER=—FPOWER
THEETA=EXP {(PPOWER)
WRITE(X,73THEETA
7 FORFAT(1X,Fi10.6)
FMiM=REJNDT i
NT=8NOT-REJNDOT+1
CALL BIN(POME,MM.NT,CPR.CPL,PI)
GONE=CPR
WRITE(%,8)R0NE
8 FORMAT(1X,F10.56)
MM=REJNOT
NT=8NOT-REJNOT+1
CALL BIMN(PNOT . MM.MT,CPR.CPL,FPI)
GNAOT=CPR
WRITE(%,8)0M0T
R=1/R0ME+THEETA&/ ( I-THEETA}
C IR I5 EXPECTED NO OF SAMPLES REQUIED TO DETECT SHIFT
IR=R+0.3
WRITE(2,2}IR
g FORMAT(1X,I3?
c COMPUTATION OF EXPECTED COSTS
ECi={Ai+AZESNOTIXIR
ECZ2=A3k(QNOTXTHEETA/ (1~THEETA)+1)
ADAL TA=(1—{ 1+POWER I 2THEETA} / (POMERX (1-THEETA))
WRITE(%,35)ADALTA
35 FORMAT(1X, "ADALTA=", F1l0.6)
H=8RNOT/RATE *
TAW=ADAL TARH
WRITE(X,3&)TAW
z6 FORMAT(1X,  TAaW=",Fi0.&}
ECE=A4% {RATEXPNOT /ALEMDA+ {H/QOME-TAK Y s RATEAFPDNE }
TC=ECI1+EC2+ECE
WRITE (%,303TC,ECL EC2,ECE
30 FORMAT(IX, "TC=" ,Fi5.6, ECi=" ,F10.6, "EC2=" ,F1{.&, "EC3=" ,F10.&)
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40

BO=0NOTXTHEETA/ (1-THEETA}

ET=1/4l EMDA+ (H/BONE-TAW) +{BO+1 ) %2
ECPT=TC/ET

SUM=ECPT

WRITE(X,40)ECPT

FORMAT(1X, "ECPT=",F10.6)

RETURN

END



