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SIMULATION MECHANISMS AND SPACE DIVISION SWITCHES

41 INTRODUCTION

This chapter introduces detail of the simulation mechanism and discusses data generation using different
traffic models. It discusses the MATLAB simulation of two types of space division switches:

1. Knockout switch and 2. Multistage switches like Banyan/Batcher-Banyan/Batcher-Banyan-Trap. At
last it discusses VHDL implementation of 8x8 Knockout switch for different concentrator ountput and
8X8 Banyan/Batcher-Banyan/Batcher-Banyan-Trap in VHDL, using Maxplus II/Quartus II tool of
Altera.

4.2 SIMULATION MECHANISM

The performance of switches is measured by simulation. To compare different switches, we generate four
different data patterns (A, B, C, D). Same data are applied to different switches including crossbar with
different scheduling algorithims and results are plotted. We get two data sets from the user: ‘n’ to decide
number of time slots and ‘bern’ for Bernoulli probability for packets non arrival. After that we generate
the packets depends on unirandom function and compare with the Bernoulli probability for packets not
arrival. If the generated probability is higher than the probability given by the user then packet from that
input is generated and number is inserted in odd column of “in” otherwise “0” is inserted in odd column
of “in” to indicate no data is generated in that time slot . Destination number is generated depends on
output is uniformly distributed or normally distributed.
A.  Withiid. Bernoulli arrivals and uniformly distributed destinations:
In this traffic model, cell arrives as i.i.d. (independent and identically distributed) Bernoulli arrivals
and cell destinations distributed uniformly over all outputs and generated by using unirandom
function like; ‘
D(1..N) = unidrnd (N, 1, n);
Above function generates 1 x n array, with data element (Déstination) uniformly distributed from 1
to N and destination number generated is inserted in output location (even column of “in™). If input
data {odd column of “in”) is not generated for that slot, then in output location (even column of
“in”) “0” is inserted. '
B.  Withii.d. Bernoulli arrivals and non-uniformly distributed destinations
Real traffic is not usually uniformly distributed over all outputs, but is asymmetric. In this traffic

model cell arrives as 1.i.d. (independent and identically distributed) Bernoulli arrivals and cell
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destinations distributed normally over some outputs with variance .An example of this traffic model
would be a client-server work load in which a large number of clients communicate with a small
number of servers. Cell destinations distributed normally over some outputs, generated by
following code (1--N):
d(1--N) = normrnd(dia(I--N),varience, I,n); A
It generates 1 x n array, with data element (Destination) normally distributed from 1 to N depends
on mean {dia(1--N)} and standard deviation {variance} given by the user. Destination number
generated is inserted in output location (even column of “in”). If input data (odd columm of “in”) is
not generated for that time slot then in output location (even column of “in”) “0” is inserted.
d(I--N) = abs(d(1--N)); % to make the number in d1 to absolute value.
d(1--N} = int8(d(1--N)),% To convert destination number into integer.

With bursty arrivals and uniformly distributed destinations:
Real traffic is not only asymmetric it is highly correlated from cell to cell and so it is also bursty.
We illustrate the effect of burstiness on PIM, RRM, iSlip, RPA, DPA, m-DPA DSA scheduling
algorithms using an on-off arrival process modulated by a two state Markov chain. The source
alternatively produces a burst of full cells (on period) followed by an idle period of empty cells (off
period). We get three data sets from the user: ‘onp’ to decide on period, ‘ofp’ to decide off period,
and ‘times’ to decide number of time this cycle repeats. Destination is generated as in traffic pattern
A

With bursty arrivals and non-uniformly distributed destinations:
In this traffic model input generated using an on-off arrival process modulated by a two state
Markov chain. The source alternatively produces a burst of full cells followed by an idle period of
empty cells. The bursts and idle periods contain a geometrically distributed number of cells [65].
Destination is generated as in traffic patterh B.

Details of Bernoulli arrival process and Markov bursty traffic model are appended as

Appendix A.

Data generated in traffic pattemn A, for 4x4 switch, up to 10 timeslots are shown below: Two columns

{one for input and second for output) are there for each time slot.

in=

1
2
3
4

Columns 1 through 20

4 ¢ 01 3 1 4 1 11 4 1 2 t 2 1 4 1 3

21 2 4 2 1 2 2 2 3 2 2 2 2 2 1 2 4
3 3 2 3 3 3 2 3 2 3 1 3 3 3 4 3 3 3 3
1 4 2 4 4 4 3 4 2 4 3 4 4 4 1 4 3 4 1
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IN is variable name given to the data generation. There are 20 column in “IN”. In first two column and in
first row number “1” and “4”(with bold case), indicates that input port 1 to output port 4 connection is
requested for data transfer. Same way second row interprets that input 2 to output port 1 connection is
requested. Same way combination of odd column and even column give the request of port connection for
the data transfer. In first row, 3" and 4™ column (with bold case),“0” and “0” interpreted as there is no

data request. Table 4.1 shows the general simulation setting.

Table 4.1 General simulation setting

Simulation setting

Simulation tool MATLAB 7.0
Computer Pentium IV CPU 3.20GHz ,0.99GB memory
Operating system Windows XP
Traffic pattern AB,CD
Offered load Range from 0 to 100% in steps of 10%
Buffer size Range from 1 to 8
Switches being simulated Knockout switch, Batcher Banyan Trap switch,

Crossbar switch along with PIM ,RRM, iSLIP, RPA,
DPA, m-DPA, and DSA 'scheduling algorithms

Simulation duration for each 10,000 cell times for the 4x4 and 8x8 switches 1000
simulation case cell times for 16x16 and 32x32 switches
Averaging 100 times for 4x4 and 8x8 switches

10 times for 16x16 switches

4 times for 32x32 switches

Throughput in %= Number of successfully transmitted packets + Number of packets in buffer

Total number of packets generated

The packet latency is defined as the interval time slots from the arrival time of a packet to the time slot in

which it is successfully transmitted to output port.

Average latency is defined as:  Average latency = mean (packet latency)

Delay variance is defined as: Delay variance = var(packet latency)

We keep same data enviromment. Parameters like throughput, packet latency, average latency, and

delay variance are obtained by running MATLAB program of each switch/scheduling algorithms and
graphs are plotted.
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4.3 KNOCKOUT SWITCH
The knockout switch arcﬁitecmre was proposed by a group of AT&T Bell Laboratories. This fully

connected architecture, combines the implementation simplicity of input queuing with the throughput
performance of output queuing. In normal multistage space switches, output queuing cannot be nsed
unless switch speedup is utilized. In this architecture every input has a non-overlapping direct path to
every output so that blocking does not occur internally. It also employs output queuing to resolve the
output port contention. In knockout switch it is not really necessary to buffer up to N cells at each output.
Because it is generally highly unlikely that all N inputs will have a cell destined for a given output. In
each cell interval, the number of cells accepted at each output port can be limited to a relatively small
fixed number L, independent of N.(LL < N). This intended packet loss is known as buffer blocking. The
rate of loss from buffer blocking can be readily controlled and kept low, to reduce the complexity of a

switch.

4.3.1 Knockout Switch Architecture

The knockout switch uses one broadcast input bus from every input port to all output ports. Each cell
—transmitted onto its broadcast bus in each cell length time slot, carries the desired output port address. An
output module recognizes its cutput port address and taps the cells intended for it. Multicast and broadcast

cells are supported by this architecture.

-
gy

INPUTS
N

Figure 4.1 NxN Knockout switch architecture [45]

4.3.1.1 Output module

Figure 4.2 shows the internal architecture of output module.
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Figure 4.2 Detail Architecture of output module [104]

Each input to an output module receives the' fixed-length cells broadcasted on the corresponding input

. bus.

4.3.1.1.1 Packet Filter

The job of each packet filter is simply to pass the cell to the concentrator if the cell is destined for that

output. There are set of N packet filters, each interfacing a line in each output module.

4.3.1.1.2 Concentrator

The role of the concentrator is to identify among its inputs those cells that are active and route them to its
leftmost outputs, one cell per output line. Here, at most, L. <N cells are retained and queued at each
output port during each cell time slot. When I+X cells arrive simultaneously, only L of them will be
processed via the concentrator; all others will be lost. By properly choosing L, (independent of the
number of inputs) the loss rate induced by the concentrator can be controlled and maintained at a
reasonably low level. Analysis shows that, L = 8-10 is sufficient to maintain the packet loss rate in the
concentrator at one packet per million, for large N and full input load, and it only grows by one per every
order of magnitude reduced in the loss rate (i.c. L = 11 is enough for a loss rate of one packet per billion)
[55]. This effect is the key to maintain linear complexity of the knockout switch, as the numbers of

buffers are proportional to L XN rather than N°.
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Figure 4.3 Detail architecture of 8x4 Concentrator [33]
As shown in figure 4.3, concentrator carries out pair wise knockout competition, for each time slot, giving
uniform treatment to cells from different outputs. In 8 X 4 concentrator there are four (generally, L) stages
as shown in the figure 4.3. Each stage is designed to operate like an elimination tournament. Contention is
programmed to set itself to the "bar” state if there is an active cell on its left input, and to "cross”
otherwise as shown in figure 4.4(b) and 4.4(c) respectively. Whenever there is only one active cell at the
inputs of a contention, it is allowed to pass downward. If both cells are active, the right-hand one is
"knocked out” to the next stage and contends there. Each stage produces one "winner" among the active
cells that enter it, and each subsequent stage receives one less active cell than the previous one. Therefore,

when there are k active cells, they are guaranteed to come out on the outputs of the first & stages.
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Figure 4.4 (a) The 2x2 contention switch (b) Bar States (¢} Cross State [84]

4.3.1.1.3 Shifter

If the shifter is not used between concentrator and the packet buffer then the leftmost buffers would tend
to fill up faster, and might even overflow despite the presence of empty buffer entries on the right. The
shifter prevents that from happening by spreading each bulk of cells arriving at its input continuously to
the right; i.e. if the last buffer to receive a packet happened to be n, then the next .p cells arriving at the
shifter's input will be directed to buffers n+1, ..., n+p (modulo L).
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The L FIFO buffers are completely shared and thus are equivalent to a single FIFO queue with L inputs
and one output. Because of the round-robin nature of the shifter, buffers are filled and emptied cyclically.
At each time slot, the output line fetches a cell from a buffer just right (cyclically) of the buffer last
fetched from, beginning with buffer 1. Due to round-robin buffer filling policy, if the output circuitry
encounters an empty buffer, all buffers are empty at that point. The output pointer can then just stops
there and wait for that buffer to receive a cell, after which the circular emptying of buffers can restart

from that point, onwards.
1. Broadcast Bus ‘“\:‘;

2-—h N
E= ~ ;
e 14

i 1! il 11

Packet
Filter

soncentrator
shifter

Output /*
queues -

Dutput ‘ .
lineg jl[l 1 2 3 4 5 B 7

Figure 4.5 Detail architecture of 8x8 knockout switch [89]

4.3.2 Determination of packet loss probability of knockout switch

If probability of packet loss from output congestion is kept below the loss expected from the network
sources like transmission line errors, network failure, and buffer overflows, then packets dropped within
the N to L concentrator should not be so important. In NxN switch fabric, each N input has a Bernoulli
probability a that a packet independently arrives in a time slot at each input and input traffic is uniformly
distributed among the N outputs. So each packet is equally destined for each output with probability 1/N.
Then the probability of k packets arriving in a time slot all destined for a given output is given by

binomial distribution as per following equation:

F, =(NC)(@/N)*(~a/N)"*

A packet is dropped in the N—L concentrator if the number of packets arriving in a time slot destined for

the same output exceeds the number for concentrator outputs L.
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Since the average number of packets lost equals the probability of packet arrival times the packet

loss probability P;, we obtain the probability of a packet loss

P, = (1/ @) x Ave. number of packets lost

=@/a)x Y k= L)py 41

(/e STk-Dp (NG NY (i Ny

k=Lt

Taking the limit as N — oo, For N very large, the binomial probability approaches the Poisson probability,
we get Prob[packet loss] P,

P, :(1~L/a)(l—-i(a"/k!)e“’)+aL(e”“/L!)
=0
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Figure 4.6 Packet loss probability for the concentrator
Using equation 4.1 and 4.2, the probability of packet loss versus the number of outputs on the
concentrator L for N=16, 32, 64 and 128 at an offered load of 90% as shown in figure 4.6. For the
probability of packet loss to be less than 10 for large N, only 8 concentrator output are required. Thus,
the number of separate buffers needed to receive simultaneously arriving packet with relatively low
probability of packet loss is 'reduced from large N to L=8. It was assumed that any packet is equally
destined to any of the output lines. However, if the traffic pattern is non-uniform, L has to be high (up to

20) to sustain the same packet loss rate.
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4.4 BANYAN/BATCHER-BANYAN/BATCHER-BANYAN-TRAP SWITCH

Banyan switch is a multistage space division type switch, in which a number of cross points are not a

quadratic in the number of lines unlike knockout switch and crossbar switches.

4.4.1 Banyan Switch

- As shown in figure 4.7(a), for 8 x 8§ three-stage banyan switch only one path exists from each input line to
each output line. Routing is done by looking up the output line for each cell, based on Qinua] circuit
information and tables. This 3 bit binary number is then put in front of the cell, as it will be used for
routing through the switch.

Stage1 SitageZ StageS
roitas o routes on  roules on

1he high the the low
orderbit  midde blt order bit

o : — O X, ——Ea]
1 4 : i

/ AVA -
: :: /}(_ L a
. . N —
. T . A% i
7 ta) 7 ®) a

Figure 4.7 (a) A banyan switch with eight input lines and eight output lines.
{b) The routes that two cells take through the banyan switch.

Each of the 12 switching elements in the banyan switch has two inputs and 2 outputs. When a cell arrives
at a switching element, 1 bit of the output line number is inspected, and based on that, the cell is routed
either to port 0 (the upper one) or port 1 (the lower one). In case of collision, one cell is routed and one is
discarded? A banyan switch parses the output line number from left to right as shown in figure 4.7(b).
Throughput of banyan switch depends on input data position, which is clear from the figure 4.8(a) and
4.8(b). In case of figure 4.8(a), throughput is only two packets, while in figure 4.8(b), with different input
position throughput is 100%. So we need a sorting network ahead of a banyan switch.
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Figure 4.8 (a) Cells colliding in a banyan switch. (b) Collision-free routing through a banyan switch
[891

4.4.2 Batcher Banyan Switch

The idea behind the Batcher-Banyan switch is to put a batcher switch in front of the banyan switch to sort
the cells into an order that the banyan switch can handle without loss. To sort the incoming cells we can
use a Batcher switch built up of 2 x 2 switching elements.. When such a switching element receives two
cells, it compares their output addresses numerically (not just 1 bit) and routes the higher one in the
direction of arrow, and the lower one on the other way. If there is only one cell, it goes opposite the way
the arrow is pointing, as shown in Figure 4.9. '

" Trap Network insexted

T Soit | Away meige B way marge i T T T
_ Neiv, 1t
= r.h1 )-lala.s =

C XX
_f‘. J |
- - » —
Shuflie
network

Figure 4.9 The switching fabric for a Batcher-Banyan switch.
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. Figure 4.10 An example with four cells using the Batcher-Banyan switch.

The Batcher-banyan switch has two complications: output line collision and multicasting. If two or more

cells are aimed at the same output, the switch cannot handle them, so a kind of buffering has to be

introduced between Batcher and Banyan switch.

4.4.3 Batcher Banyan Switch with Trap

Output collision problem in Batcher-Banyan switch can be solved by inserting a trap network

between the Batcher switch and banyan switch as shown in figure 4.11, which filters out .

duplicates and re circulates them for subsequent cycles, all the while maintaining the order of

cells on a virtual circuit.

Batcher
8
Input
Lines

Switch

-

16x16
Trap

8 Feedback Lines

LV

N

8
8x8 Output -
Banyan - Lines

Figure 4.11 8x8 Batcher Banyan switch with Trap

4.5 SIMULATIONS OF KNOCKOUT AND BATCHER-BANYAN SWITCHES

To visualize the performance of the above two switches, we have simulated these switches for different

traffic models using MATLAB 7.0 Tool.
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451 Simulations of Knockout Switch
4.5.1.1 Simulation of 4x4 Knockout switch with buffer size 2
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Figure 4.15 Traffic Pattern D

4.5.1.2 Simulation of 4x4 Knockout switch with buffer size 4
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Figure 4.17 Traffic Pattern B
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4.5.1.4 Simulation of 8x8 Knockout switch with buffer size 4 packets
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4.5.1.5 Analysis of Knockout switch
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Figure 4.27 Traffic Pattern D

As shown in figures 4.12 to 4.27, in knockout switch throughput (efficiency) increases as L (concentrator

output line) increases. The throughput (efficiency) increase in large steps at low values of L and remains

nearly same at higher values of L. Efficiency for normal distributed output is lower than the uniformly
distributed output. In 4x4 switch, from L=1 to L=2 throughput (efficiency) increases 22% in traffic’
pattern A and C, 5% in traffic method B, and 12% in traffic pattern D. In 8x8 switch, from L=1 to 1L=2
throughput (efficiency) increases 8% in traffic pattern A and C, 1.5% in traffic pattern B and D.
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Figures 4.16 to 4.19 and 4.24 to 4.27 show the same thing for buffer size of 4 packets. There is no

significant difference in the throughput (efficiency), when buffer size increases from 2 to 4.

4.5.2 Simulations of Batcher Banyan Switch

4.5.2.1 Simulation of 4X4 Banyan/Batcher-Banyan/Batcher-Banyan-Trap
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4.5.2.2 Simulation of 8X8 Banyan/Batcher-Banyan/Batcher-Banyan-Trap
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Figure 4.32 Traffic Pattern A
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Figure 4.35 Traffic Pattern D

As shown in figures 4.28 to 4.35, throughput (efficiency) of Banyan switch is low. Efficiency of Batcher-

Banyan switch decreases as offered load increases for an NxN Batcher Banyan switch. Efficiency of
Batcher-Banyan switch is average. Efficiency of Batcher Banyan switch is increased by using the Trap
network between the Batcher sorter and Banyan switch. Trap network is more efficient (i.e. 25% increase

in throughput (efficiency) from trap 1 to trap 4) in traffic pattern A and C, while Batcher shorter is more

efficient in traffic pattern B (i.e. 10% to 16% increase in throughput in traffic pattern B)
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4.6 IMPLEMENTATIONS OF KNOCKOUT AND BATCHER-BANYAN
SWITCHES )

We have implemented above switches using Altera’s QUARTUS I 4.0 tool. Figure 4.36 shows the
format of the packet. The beginning of packet contains activity bit, which indicates the presence (1) or
absence (0) of a packet in the arriving timeslot. Activity bit is followed by log,N bits destination address.
At last the payload is attached. We make payload 8-bit for implementation simplicity. We use same 12-bit

packet format for Batcher-Banyan-Trap and Knockout switches for comparison.

1-Active bit 3-Destination 8-Data bit
Address bit

Figure 4.36 Implementation Packet format.

4.6.1 Implementations of 8x8 Knockout Switch

The architecture of Knockout switch is modular. Various building blocks or modules of the Knockout

switch and its waveform are as follows:

4.6.1.1 Packet Filter

Filter checks active bit and destination address. If active bit is ‘1’and destination address is same for that
particular output, then filter passes those packets and for others it takes all bits as ‘0’. Waveform for

destination address “000” is shown in figure 4.37.

Name: i 30.0ns B60.0ns 90.0ns 120.0ns 150.0
o clic L ] I~
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S oS 855 ¥ Fs5 W ?
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EESE dF B77 b 877 i :
S oS Daa ¢ s88 b4 T
F=E> a1 ooo ¥ a11 4 : :
SR o2 B : H
S o3 [o]a]4] 4 833 ) 4 :
=S g4 : 0o0 : b 4 844 X
== o5 o0 X 855 X R B
=R b : ono : X 856 X
SR> o7 T obo e BZ7 X
SRS oS : 000 4 888 X

Figure 4.37 Waveform of Filter for destination address “000”.
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'4.6.1.2 Contention

Contention checks active bit only. If both packets have active bit as ‘1 ’, then input-1 packet is the winner

and input-2 packet loses, and if only one of the packet has the active bit as ‘1’, then that particular packet
is the winner,

Waveform for contention is shown in figure 4.38.

Name: | 60.0ns 120.0ns 180.0ns
g5 clk | f [ I ] I
5= int 811 X 733 Y B55 i
BT in2 922 Y A4 ¥ 666 y »
& oul | 000 B11 ¥ Add ¥ B55 X
S ou2 | 000 Y a2 Y 733 Y 666 (8

Figure 4.38 Waveform of contention.

4.6.1.3 Shifter

Shifter checks active bit only. Waveform of #x4 shifter is shown in the figure 4.39. During first time slot
only 2 packets are active, so shifter fills output 1 and 2 and for output 3 and 4 all bits are ‘0’. During

_second time slot 3 packets are active, so now it fills the output starting from output 3, 4 and 1.

Name: | 30.0ns 60.0Ons 80.0ns 120.0ns 150.0n:
fr——a 1 1 1 |
HES i1 811 4 855 X
RS 12 85272 X 8656 b4
S 033 b4
EE 14 000 ). 8 086, .

S 600 X . 511 X a8 X
S g 000 X 822 X

S 93 [lara] Y (e X
=y qa 000 ) 856 . e

Figure 4.39 Waveform of 4x4 shifter.

4.6.1.4 Buffer read clock generator

Buffer read clock generator generates buffer read clock cyclically.

Waveform for buffer read clock generator is shown in figure 4.40

Name: T B50.0ns 120.0ns 1680.0ns 240.0ns 3OO0,
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Figure 4.40 Waveform of Buffer read clock generator.
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4.6.1.5 Buffer write clock generator

Buffer write clock generator checks active bit. If the active bit of packet is “1° then it generates buffer

write clock. Waveform for buffer write clock generator is shown in figure 441

ED.Pns 120..Dns 180.0ns
CIKN S - N SR S
| ] ! :

Figure 4.41 Waveform of Buffer write clock generator.

4.6.1.6 Output selector
Output selector reads buffer at rising edge of buffer read clock as shown in figure 4.42.
| name: T 150.0ns 300.0n:
jE—et 1| [N S B =
str : : : : : i : i
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rde3d ‘
rde4 L
d1 R - L A D S
a2 = D G ’
= d3 : EES X
d4 - saa e
> o DOD X 811 ¥ B2> ¥ B33 } 644 X

Figure 4.42 Waveform of output selector.
4.6.1.7 Concentrator
Concentrator checks active bit and takes L number of packets as output. Waveform for 8x4 concentrator

is as shown in figure 4.43. During first time slot, more than 4 packets have active bit as ‘1’
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7 in5(11..0] 855 A55 X [ea)
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BT inB[11..0} B8E8 288 X i ? : ; : i i : : 000 B B
WP out(11..0) B N : : : T000 - . ; f ~ * a11 X 911 X
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WS oud[11..03) B H TOD0 - . : : : f CEEI : .

Figure 4.43 Waveform of 8x4 Concentrator.
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4,6.1.8 Output module unit
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Figure 4.44 Waveform of output module unit for output 1.

4.6.1.9 Blocks required for generalized NxN Knockout switch

Table 4.2 shows the number of block required for NxN Knockout switch. Where L is the numbers of

concentrator output line.
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Table 4.2 Numbers of blocks required for NxN Knockout switch

Block Quantity
Filter N
Concentrator N
Shifter N
Output selector N
Buffer NxL
Buffer read clock Generator 2xN
Buffer write clock generator N

Numbers of blocks required of concentrator for different value of L for 8x8 Knockout switch are as

shown in the table 4.3.
Table 4.3 Block requirement for 8x8 Knockout switch.
Quantity for | Quantity for Quantity for Quantity for
Block 8x2 8x4 8x6 8x8
concentrator Concentrator concentrator concentrator .
Contention i3 27 29
Delay block 4 29 32

4.6.1.10 VLSI area requirement of 8x8 Knockout switch

o Table 4.4 shows the VLSI area requirement of 8x8 knockout switch for different value of L.

Table 4.4 8x8 VLSI area requirement for 8x8 Knockout switch

Project Device Total Logic Total Pins | Total Memory | Maximum Clock
Elements Bits - frequency
in MHz

Knockout 8X2 | EP20k1500 | 3,326/51,840 | 194/488 | 1536/442,368 58.65
EBC652-1 (6%) (40%) (1%)

Knockout_8X4 | EP20k1500 | 9,224 /68,416 | 194/488 | 3,072/1,152,000 40.84
EBC652-1 (18%) (40%) (<1%)

Knockout 8X6 | EP20k1500 | 17,571/68,416 | 194 /488 | 4,608/1,152,000 2446
EBC652-1 (34%) (40 %) (<1%)

Knockout_8X8 | EP20k1500 | 25475/68,416 | 194/488 | 6,144/1,152,000 18.83
EBC652-1 (49 %) (40%) (15%)
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4.6.2 IMPLEMENTATIONS OF 8x8 BATCHER BANYAN SWITCH

For testing of the hardware of Batcher Banyan switch, 12-bit packet format as shown in figure 4.36, is

taken.

4.6.2.1 Building blocks of 8x8 Batcher Banyan switch

This section explains various building blocks of 8x8 Batcher-Banyan switch.

4.6.2.1.1 Banyan switching element

Inout #1

Inout #2
Figure 4.45 2x2 Banyan switching element.

It checks the active bit and address bit of input packet and depending on that it switches the packet to
output lor 2 as shown in figure 4.45.

Figure 4.46 shows the waveform of 2x2 Banyan switching element.

o ck | L] I

i A REECE GIRILEED GEECHED NN ED GRS GRY:NED QRN LNED (

in2 § 19227 Y (B f 1666 Y 1ASS | Y 1600 X ra2 i X
oul (K000 W BTTT (i 684 Wi 655 007 W BISW
ou2 J§ 00 NI 9220 ¥ i 953 i) AmsT W

Figure 4.46 Waveform of 2x2 Banyan switching element.

4.6.2.1.2 8x8 Banyan Switch

As shown in the figure 4.47, only 2 packets gets out of 8 because of internal blocking and output conflict.
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Figure 4.47 Waveform of 8x8 Banyan switch.

4.6.2.1.3 2x2 Batcher Up module

— Min

max

Figure 4.48 2x2 Batcher up module

2x2 Batcher Up module checks active bit and address bit. As shown in figure 4.48, it passes the higher

value addressed packet to output 2 and lower value addressed packet to outputl. Figure 4.49 shows the

waveform of 2x2 Batcher Up module.

o N et N s DN = D I .

S RERS AT X B3 . (D% X ®17 X 09 X :
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| @ o2 Yooy AT Y R T o0

Figure 4.49 Waveform of 2x2 Batcher Up Module.
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4.6.2.1.4 2x2 Batcher Down module

L Min

' Figuare 4.50 2x2 Baicher Down module
It is same as “up’ module, but it transfers higher addressed packet to the output 1 and lower addressed
packet to the output 2 as shown in figure 4.50. Figure 4.51 shows the simulation waveform of 2x2

-Batcher Down modules.

in A1 ¥ 1833, ¥ i1Dwbi ¥ 16471 ¥ (0991 ¥ 1 |
in2 922 | ¥ (EA: Y 766 ¥ (88 ¥ 1A %

DBO ¥ A1 ¢ X JE44 ] X
0p0 ¥ : 922 ¢ ¥ B33 ‘;{ DE5 ¢ X 1 CBB | )
Figure 4.51 Waveform 2x2 Batcher Dewn Module.
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4.6.2.1.5 8x8 Batcher sorter

. It checks the active bit and address bit. If active bit is ‘1°, then it sorts the packet according to destination

address. Figure 4.52 shows the waveform of 8x8 Batcher sorter.
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Figure 4.52 Waveform of 8x8 Batcher sorter.
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4.6.2.1.6. 8x8 Batcher Banyan switch

Internal blocking of Banyan switch can be avoided by using Batcher Banyan switch. As shown in figure
4.53, 8x8 Batcher Banyan switch gets 7 packets out of 8 instead of 2 as in the case of Banyan switch.
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Figure 4.53 Waveform of 8x8 Batcher Banyan switch.

4.6.2.1.7 16x16 Trap switch

Concept of Trap is to trap the blocked packets in the current arbitration cycle and give them a chance to
compete for the output ports in the next arbitration cycle. This in turn, increases the throughput

(efficiency) of Batcher Banyan switch. Figure 4.54 shows waveform of 16x16 trap switch.
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gure 4.54 Waveform of 16x16 Trap switch.
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4.6.2.2 Required 2x2 switching elements

» Required number of 2x2 switches for NxN Banyan switch _
NxN Banyan switch has a log,N stages, with N/2 2x2 switches per stage. The total number of 2x2

switches required to implement this class of multistage switches is S = N/2* log;N
» Required number of 2x2 module for NxN Batcher sorter

M = Yo*logyN [log,N+1]
e Required number of 2x2 switches for NxN Batcher Banyan switch

SB.B= N/4* logzN {3+]Og2m

4.6.2.3 VLSI area requirement of 8x8 Batcher Banyan switch

Table 4.5 summarizes the VLSI area requirement of 8x8 Banyan, Batcher Banyan and Batcher Banyan
Trap switches.

Table 4.5 VLSI area requirement for 8x8 Banyan/Batcher-Banyan/Batcher—Banyan—Trap switches

Project Device Total Logic | Total Pins Total Maximum
Elements Memory Clock
Bits Frequency
in MHz
8x8 Banyan switch | EP20k1500 | 552/51,840 | 193/488 | 0/442,368 156.76
EBC652-1 (1%) (40%) (0%)
8x8 Batcher EP20k1500 | 1,982/51,840 | 193/488 | 0/442,368 04.47
Banyan switch EBC652-1 (4%) (40%) (0%)
8x8 Batcher EP20k1500 | 8,240/51,840 { 193/488 | 0/442,368
Banyan Trap EBC652-1 (16%) (40%) (0%) 2548
switch

4.7 Comparison of Batcher Banyan Trap and Knockout Switches

Table 4.6 Compares Batcher-Banyan-Trap and Knockout switches.
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Table 4.6 Comparison of 8x8 Batcher-Banyan-Trap and knockout switches

Total Logic
MATLAB
Elements Maximum | i Throughput
Simulation
(Device Total Memory clock (efficiency)
8x8 . Speed .
. EP20k1500 Bits Frequency . in
Switches (in
EB {In MHz) Percentage
Second)
C652-1)
Batcher 8,240/
0/442,368
Banyan 51,840 25.48 1.86 92.853
(0%)
Trap (16%)
9,224
Kaock Out . 3,072/442,368
/51,840 40.84 0.18 94.945
1=4 (<1%)
(18%)
25475/
Knock Out 6,144/442,368
51,840 18.83 0.20 98.764
~8 ( 1.5%)
(49%)
4.8 SUMMARY

In this chapter, we have discussed simulation mechanism and data generation using different traffic
models. We have simulated and implemented Knockout and Banyan/Batcher-Banyan/Batcher-Banyan-
Trap switches. Performance of these switches under different traffic distribution is analyzed and
comparison is done on the basis of VLSI area requirement. From the table 4.6, we can state that kfxockout

switch requires more VLSI area but gives high throughput at high speed.
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