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Introduction and Theoretical considerations

1.1 Introduction

Hyperfine interaction techniques are used to study microscopic properties of the 

materials. The interaction takes place between electromagnetic moments of 

nuclei and extranuclear fields, which results in the splitting or shifting of nuclear 

levels. These interactions give rise to changes in the energy levels of the order of 

10 7 to 10 8 eV. So, compared to other conventional techniques, they are highly 

sensitive techniques to study local environmental effects like structural, 

electronic and dynamical properties of self-atoms and single impurities, inter- 

impurity and impurity-defect complexes on an atomic scale. Such studies are 

discussed and reported [1-5] widely in many journals. Even 1013 probe ions can 

give us valuable information about the solid state properties. Of the various 

hyperfine techniques the Time Differential Perturbed Angular correlation 

(TDPAC) and Mossbauer spectroscopy are unique and versatile to study the 

materials.

Magnetic properties of the materials can also be studied microscopically to 

understand the actual mechanism of interactions between magnetic ions. The 

information such as long range & short range ordering, role-of conduction 

electrons, spin fluctuations etc can be deduced from the hyperfine interaction 

parameters [6-8], The high sensitivity to very low probe concentration in the 

matrix makes it an important tool to study the materials based on Dilute""
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Magnetic Alloys, where magnetic impurities are incorporated at very dilute 

concentration in die host lattice. The conventional bulk magnetization techniques 

fail^ to reveal the phenomena of interaction mechanisms in the dilute regime of 

such alloys.

1.1.1 Dilute Magnetic Alloys?

Dilute magnetic alloys are those materials in which a very small concentration of 

a magnetic ion^doped .They can be of two types based on their transport 

properties.

a) Dilute magnetic metallic alloys : In these alloys the transition metal impurities 

are doped into non magnetic metal/ hosts^uch as CuMn [9], AuMn[10], CuFe 

[9]etc. Extensive studies have been reported in such canonical systems involving 

itinerant fermions and localized spin degrees of freedom. The low density of 

spins are perturbation on the Fermi liquid representing the nonmagnetic host 

metal. Hence depending on the concentrations they may be termed as dilute 

Kondo systems or amorphous magnetic systems with a spin-spin coupling 

mediated by the Fermi sea of conduction electrons which lead to spin glass 

behviour [11]

b) Dilute Magnetic Semiconductors (DMS)/Dilute Magnetic Semiconducting alloys 

(DMSA) : DMS are composed of inert host semiconductors doped with both 

localized spins and earners (electrons or holes) that are itinerant, or localized on 

a much longer length scale [12]. These materials exhibit a rich variety of novel 

physical phenomena and provide a unique combination of semiconducting and
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magnetic properties. They are of great fundamental importance and 

technologically interesting because of the tunability of their physical properties 

by controlled doping of the concentration of impurities. These materials can be 

extensively used in opto-electronic and MRAM devices. With the use of these 

materials a new branch of electronics has emerged where the spin of the 

electrons is used in place of charge for information processing. It is known as 

SPINTRONICS.

DMS materials are made by alloying a compound semiconductor AB (where A 

and B are elements of group (II-VI), (III-V), (IV-VI) or ( V-VI) of die periodic 

table) with magnetic ion impurities denoted by M. They are usually designated 

by the chemical formula Ai-XMXB where x is concentration of magnetic ion. These 

semiconductors crystallize in the zinc blend or wurtzite structure and the 

element M enters the crystal substitutionally at cation sites[13]. Mostly these 

materials have shown the magnetic behavior at very low temperatures. But 

recent development in III-V based DMS have shown very good progress in 

raising the curie temperature to room temperature and above. For example 

magnetically doped ZnO, GaN, GaAs, GaSb and TiCb semiconductors showed 

curie temperatures above the room temperatures [14-16 ].

The Physical properties of transition metal ions in DMS are strongly influenced 

by the crystalline environment, they occur in different electronic configuration 

and charge states. Depending on the position of their energies within the band 

gap relative to fermi level, they can act as deep or shallow traps for electrons and
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holes. The determination of electronic state as well as configuration and their 

dynamics is quite important for understanding the role of TM atoms in such 

isolated states. Magnetic order originates in the spin-spin exchange interaction 

between the 3d electrons of transition metal ions on the one hand and the band 

electrons on the other and the mechanism involved is called as sp-d exchange 

interaction. The magnetic behavior directly reflects the configuration of electrons 

in unfilled shell that is influenced by neighboring ions. Therefore the local 

magnetism of isolated transition metal ions in the host can be used to investigate 

and identify their electronic states.

The cause of ferromagnetism in III-V based DMS were well explained by 

Matsukara et.al [17 ] & Diet!, et. al. [18 ]. The mechanism was explained through 

carrier induced ferromagnetism at room temperature caused by exchange 

interaction between delocalized carriers and localized spins. However these 

carrier densities are brought into the systems by doping magnetic ion 

concentration which in turn should enhance the exchange interactions on 

increase of the concentration (M). But it was observed that higher magnetic ion 

concentration may cause the formation of magnetic phases in the host material 

like MnN and MnAs [19] observed in GaMnN and GaMnAs systems.

However, in contrast if the dopant magnetic ion concentration is kept low and 

constant to avoid compound formation and the charge carrier densities can be 

brought about by varying the concentration of the anion in the semiconductor (B 

site in AB type), it will be still possible to keep the system in dilute limit and yet
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may be possible to bring about ferromagnetism at room temperature. We have 

not come across in the literature anywhere such studies on the effect of variation 

of anion concentration in these systems. Most of the earlier studies have kept the 

A and B site concentration constant at die stoichometric proportion of the 

compound . It will be interesting to study the effect of varying B site 

concentration in the II-VI, III-V, IV-VI or V-VI based systems. Hence instead of 

the stoichiometric compound a continuous alloy is to be formed between A and 

B with A as the base substance. Thus our present study differs in this respect 

where we have used the semimetal Sb as the base material and Se as the anion 

component. The general formula for our system was Fe in V-VI alloy FexSbi-x- 

ySey. Fe concentration was kept low (0.002/0.008) and the charge carrier densities 

were brought in by varying the chalcogenide Se concentration. The details of the 

study are discussed in Chapter 3. Such systems we call Dilute Magnetic 

Semiconducting Alloys (DMSA).

Chapter 1 deals with the general introduction about dilute magnetic alloys and 

defects in metals. It also discusses the theoretical aspects of the concerned studies 

described in the thesis.

Chapter II discusses the experimental methodology and instrumentation 

associated with the study.
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1.2. Theoretical Considerations

Interaction of magnetic moments in solids:

1.2.1 Dipole interactions

If the magnetic dipole moments pi & p2, separated by distance R, interact with 

each other, then classical interaction energy associated with it can be considered 

as,

TT th Ml 
4 xR3

On calculating the energy using standard values of R, pi & p2 shows that, the 

magnetic energy is smaller than thermal energy. But many materials exhibit 

magnetic ordering at Room temperature. Therefore, the classical approach of 

dipole interactions fails to explain the normal magnetic order mechanism.

1.2.2 Quantum mechanical approach (spin interactions):

When the two magnetic atoms are close-to each other, the electron densities of 

them begin to overlap and the spin states get modified, i.e. singlet state (spins 

anitparallel) and triplet states (spins parallel) [20]. However, tire electrostatic 

electron-electron coulomb interaction energy associated will be same for both the 

states. But there is an additional contribution to the energy, which splits two 

states following the paulis exclusion principle. This is called as exchange
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interactions. Hi is is the primary magnetic interaction in solids and it is the 

simplest case of dipole interactions.

1.2.3 Heisenberg exchange interactions:

According to Heisenberg theory [21], the spin-spin exchange interaction in the 

solids with neighbouring ions can be represented as,

^ j

where, J is the coupling constant which directly gives information about the 

difference in energy of spin states. The J can be of either sign. If J is positive, then 

the coupling is ferromagnetic (spins parallel) and if J is negative, then the 

interaction is antiferromagnetic (spins antiparallel).

Thus the two neighbouring atoms with direct overlap of electron densities in 

solids will produce magnetic interactions known to be direct exchange 

interactions.

1.2.4 Superexchange interactions:

The magnetic ions in solids may not interact via direct exchange, if they are 

displaced^far-aparUfrom each other. Still the exchange interaction between 

magnetic cations in nonmagnetic anions could be possible, which is nomenclated 

as superexchange interactions. This superexchange is antiferromagnetic in nature. 

NiO, FeO, MnO are some of-the examples of such interactions. The magnetic
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moments of Ni/Mn/Fe interact with each other via intermediate anions of

oxygen in such systems, thereby producing magnetic moments in solids.

1.2.5 Double exchange interactions.

Double exchange is a mechanism for spin coupling arising from electron 

delocalization. The term double exchange was originally introduced in 1951 by 

Clarence Zener to explain the magneto-conductive properties of mixed-valence 

solid, notably doped Mn perovskites. Zener proposed a mechanism for 

translocation of an electron from one Mn to another through an intervening O2-. 

Because the oxygen p-orbitals are doubly occupied, the translocation had to 

proceed in two steps: the movement of an electron from oxygen to the "left" Mn 

followed by a transfer of a second electron from the "right" Mn into the (just) 

vacated oxygen orbital; hence the term double exchange.

Consider now a situation where one electron can delocalize over both iron sites 

of an Fe3+Fe2+ dimer. Suppose the electron with the down spin is allowed to 

delocalize to the left. Because of the Pauli principle this electron can only 

delocalize into an orbital containing a spin-up electron. Intra-atomic exchange 

(Hund's rule) will maintain the parallel alignment of the spins on the left and the 

parallel alignment of the black spins on the right. Since delocalization of the extra 

electron does not involve spin flips (because the interaction leading to 

delocalization is spin-independent), the travelling election forces the core spins 

of both metal sites into parallel alignment, resulting in nine impaired spins. This

9



mechanism, also called spin-dependent delocalization, stabilizes an S = 9/2 

cluster ground state.

iI
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Fe 2-5+ Fe 2.5-

Fig 1.1 Double exchange between two Fe atom 

The Hamiltonian yields

E = J S(S+l)/2 ± B (S + V2)

where B describes the strength of the double exchange. For sufficiently large B 

the ground state of the mixed valence Fe2+ Fe3+ dimer will have S = 9/2.

•1.2.6 Indirect exchange interactions (RKKY interaction):

This is an important mechanism of magnetic coupling between localized 

moments in metals. It depends on the ability of conduction electrons to interact 

magnetically with local moments and to propogate between different magnetic 

sites. The theory of such conduction electron polarization and propogation was
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first explained by Rudermann and Kittel [22] in 1954, which was extended to 

theory of s-f, s-d interactions by Kasuya and Yosida [23]. Thus the mechanism is 

known as RKKY mechanism. The spin polarization of conduction electrons is not 

only localized in the vicinity of the local moment but is oscillatory and long 

range ordered.

The basic idea of the mechanism is as follows.

The localized moments attract electrons with parallel spins, so that the net 

moment in the vicinity of the localized moment is enhanced. As the charge 

density is unchanged, there must then also be spatial regions where there is high 

density of spins with antiparallel alignment. Thus the wavelength of electrons 

will be in phase away from the moment. The result is that the localized moments 

set up an oscillatory spin density which becomes uniform at large distances.

The second localized moment will interact with this oscillatory spin density and 

hence will couple ferromagnetically or antiferromagnetically depending on the 

sign of spin density at that part. The strength of coupling is given by

J —^-cos(2A^ R) where Kf is fermi wave vector. 
R
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Distance

Fig. 1 2 RKKY interaction: the resultant distribution of conduction electron density *Y

The important feature of this interaction is that, it is long range ordering.

1.2.7 Disordered Magnetic systems (Spin Glass):

The random distribution of magnetic elements in alloys and compounds 

introduces strong disorder and deviation from a regular interaction pattern. The 

interaction between the magnetic constituents become random in size. This 

causes the appearance of new magnetic phases and phenomena.

Spin Glasses are one of the classes of disordered magnetic systems. The dilute 

magnetic alloys in which magnetic ions in very low concentrations are randomly 

dispersed in non magnetic host material shows such type of nature. This system

Spin density
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exhibits a freezing transition at a low temperature where the spins are aligned in 

fixed but random direction . Some of examples of splin glasses are CuMn, EuxSn- 

XS. The interactions in such systems are of RKKY type. Hie indication of cusp in 

the in-phase AC Susceptibility measurement [24] can reveal the spin glass nature 

of materials.

1.2.8 Hyperfine interactions in magnetic materials:

Hyperfine interactions are the interactions between atomic nuclei and the 

electromagnetic fields which surround them. It is a useful technique to 

investigate the interactions in solid materials from which the properties of extra 

nuclear electrons and about the solid state interatomic interactions can be 

deduced.

The hyperfine field (BHF)produced is predominantly caused by the net spin 

density at the nucleus due to the contribution of Conduction electron 

Polarization(CEP), Core polarization(CP) and overlap polarization (OP).

Bhf = Bcep + Bcp + Bop

The RKKY type of interaction can be the cause of conduction electron 

polarization. The core polarization occurs when a partly filled atomic d-shell is 

polarized by the conduction electrons of the host, which in turn polarizes the 

inner S- electron of the atom.
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An electron j at point rj and having angular orbital moment I and spin S induces 

on the nucleus at point r = 0 a field which can be represented by the operator

Where p is the bohr magneton. The first term describes the field caused by orbital 

current due to electron movement. The second and third term describe fields 

casued by the magnetic dipole. The term with the delta function describes the 

Fermi contact part of the hyperfine interactions. Hie most important contribution 

is the Fermi contact term. It is the sum of the contribution of valence and core 

electrons. Core s states have very large charge densities at the nucleus and they 

give the main contribution to the hyperfine field, although they are only slightly 

polarized. Concerning the valence contribution, it is accepted that besides a 

relativistic treatment of the contact term, orbital contributions may be important. 

Usually, nuclear hyperfine fields are associated with local magnetic moments 

due to the observed proportionality relation between these two quantities.

The electron density effects at the nucleus and the interaction associated with it 

can be well observed by Mossbauer effect.
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1.3 Mossbauer parameters:

The Magnetic hyperfine splitting, Isomer shift and the Electric quadrupole 

coupling are the three main Mossbauer parameters.

1.3.1 Magnetic Hyperfine Splitting (Hyperfine Magnetic Fields-HMF).

Zeeman splitting of the nuclear levels is produced by the magnetic dipole 

interactions due to the presence of magnetic field (H) at the nucleus. The nuclear 

magnetic moment vector p which is collinear with I placed in a magnetic field H 

experiences a torque which tries to align the moment with the field. There is an 

energy associated with the degree of alignment and is given by

Hm = - gp-N. H .Iz

Where g is the nuclear lande factor, jj,n is the nuclear magneton and the Iz is the z 

component of I in the direction of H.

The internal magnetic fields that exist in the materials like the ferromagnetic 

substances, have their origin in the following components.

The general expression for the magnetic field at the nucleus can be written as

H = Ho - DM + 4/3tcM + Hs + Hl + Hd

Where Ho is the magnetic field at the nucleus generated by an external magnet. 

Hs describes contact magnetic interactions between s-electron spin density and 

the nucleus (Fermi contact term). Hl is the contribution arising from the non zero
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orbital magnetic moment and Hd arises from the dipolar interactions of the 

nucleus with spin moment of the atom. Fig 1.3 gives the schematic diagram of 

magnetic hyperftne splitting of 57Fe.

/
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Fig 1.3. Schematic diagram of magnetic hyperfine splitting of Fe57.

1.3.2 Isomer Shift

The electric monopole interaction between the electrons and the nucleus 

produces Isomer shift. The overlap of the electronic wavefunction with the 

nucleus via a Coulomb interaction affects the levels of the states [25]. In different 

materials with differing electronic properties a given type of nucleus can have a 

measurably different separation between the nuclear energy levels. Tire isomer 

shift involves a shift in nuclear energy levels resulting from differing electron
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charge densities at the nucleus in the materials for the emitting and absorbing 

nuclei.

For an idealized atom consisting of a "point" nucleus with a Coulomb field, 

solving the Schrodinger equation gives ground state energy and some atomic 

(electronic) wavefunctions. The ground state energy level shifts ( §Es) if the 

nucleus is an extended object of radius R and uniform charge density. In the first- 

order perturbation theory , this is obtained by letting the nuclear "perturbing 

Hamiltonian", H', act upon the unperturbed ground state electron wavefunction,

SE, = (¥, | H V.) s j w\{r)H W.Mrf V (1)

This gives the first-order energy shift for the ground state energy 8Ee.One can 

calculate the energy of interaction between an extended Coulomb potential due 

to the nucleus with the electron cloud. The perturbing Hamiltonian is the 

difference between the point-like Coulomb potential that yielded the 

unperturbed wavefunctions, and the potential due to the nucleus modeled as 

a small uniformly-charged sphere, V.

ff=e(F-F9) (2)

1 Ze
Vq=--------- (3)

4js5 r
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and

V(r <R\ =
Ze

4j7V?rt
111 RI 2 14)

The Hamiltonian contains no derivatives, so it doesn't really do anything to the 

wavefunction when itoperates. The wavefunction of the electrons xjje( r) is taken 

to be constant over tire range of the tiny nucleus, and is therefore taken out of the 

integral and replaced with | qre(0) j2, the probability density of the electrons at 

the origin. Evaluating the integral leads to

*E.=--HzeXkWf (5)
10*o

A subscript n has been added to R to indicate that this is the radius of the n state 

of the nucleus. Thus we see that for a given^state n, the isomer shift depends 

upon the square of the "size" of the nucleus and upon the electron charge density 

at tire location of the nucleus. Rn is not the same for all states. The shift of the 

energy levels for a given nuclear species depends upon the difference in electron 

densities between different materials. For a single material, the energy difference, 

AE, between a ground state (0) and an excited state (1) would be

A £ =
10*

■Ze‘ (6)
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We must realize that I ipe(r) 12 or | ipe(0) |2 depends not only on a single atom's 

electrons, but also on the electrons of nearby atoms in the lattice of tire given 

material.

Now if the emitter of a gamma ray and the absorber of that same gamma ray in 

the Mossbauer measurement have different electronic charge densities at the 

position of the nucleus, then we get a small shift in the difference of the energy 

levels:

This is called the isomer shift, and it causes the centroid of the Mossbauer 

spectrum to be displaced from zero relative velocity between emitter and 

absorber. Depending on whether the excited state has a larger or a smaller radius 

than the ground state, or whether the "s" electron densities^srless or more the 

isomer shift will be either positive or negative. Fig 1.4 gives the schematic 

diagram of Isomer shift of 57Fe.
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Stable Fe57

Fig. 1.4 Schematic diagram of Isomer shift.

1.3.3 Second Order Doppler shift

There is relativistic temperature dependent contribution to the isomer shift as 

pointed out by Pound and Rebka [ 26 ]. The relativistic equation for the Doppler 

effect on an emitted photon gives the observed frequency v'.

v' = v(l---- )
C

1-
Yl
c2

-1/2

It is approximated as

V2 
2 C2 )

where v is the frequency of stationary system. The velocity of the atoms vibrating 

on its lattice site in the direction of y-ray will average to zero over the lifetime of 

the state. Hence only the second order term will contribute
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This will give rise to a shift in Mossbauer lines given by

SE, {r2)
Er 2 C2

And this contribution is usually referred as second order Doppler effect.

The isomer shift measured in Mossbauer spectroscopy can be written as 

cr = crc + asoD

where crc is the isomer shift which does not contain second order Doppler effect 

contribution and asoDis that due to second order Doppler shift. The second order 

Doppler contribution can be determined if the effective Debye temperature of the 

source and absorber are known or if they can be estimated. SOD for several 

isotopes are given in the reference [27 ]

1.3.4 Electric Quadrapole Splitting

The nuclear quadrapole moment reflects the deviation of the nuclear charge 

from spherical symmetry. An oblate nucleus has a negative quadrapole moment 

while a prolate has a positive moment. Nuclei having 0 or Vz spins are spherically 

symmetric and don't assume any Quadrupole moment. Quadrapole coupling is 

the result of interaction of nuclear quadrupole moment Q with electric field 

gradient due to surrounding charge distribution. The field gradient is the
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£F 6--VVV.
product of gradient operator to the three directional component electrical field,

.............  n ,

and is a tensor quantity. It is specified jn three diagonal components of electric

field as S2V/<9x2, cPy/dv2 and 92V/5z2 (generally abbreviated as Vxx, V)7and 
Jots P*rt')h£*paf *

Vzz|.These components obey the Laplace's equation i.e.

VXx+Vyy+Vzz=0 -------(1).

As a result, there remains only two independent components, usually chosen 

arbitrary as Vzz and the asymmetry parameter q.

T| — Vxx “ Vyy / VZZ (2).

The asymmetry parameter is useful in extracting many properties of electric 

field gradient (EFG).

For example, if the crystal has a fourfold axis, we can choose the arbitrary z axis 

as EFG tensor, a rotation by 90° produces no change in the crystal and can 

.therefore produce no change in EFG.

The interaction Hamiltonian of electric quadrupole moment of nuclei and the 

EFG is as given below .

H = Q*VE ------------ (3 ).

where Q,, = Jp XjXjd^, or

The eigen values of quadrupole coupling is given as

E()= SqQ [3m,2 /(/ + !)] - 4/(2/-1) ' J
\\ + &
L 3

r

M-

The electric quadrupole interaction splits the nuclear excited state of Fe57 (1=3/2) 

into sublevels having the energy eigen values as
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The fundamental sources to EFG are the charges on distant ions and the electrons 

in incompletely filled shells. Distant ions contribute provided their symmetry is 

lower than cubic. Fig 1.5 and 1.6 give the schematic diagrams of Quadrupole 

splitting of 1=3/2 and 5/2 levels in axially symmetric field gradients. A in 1=3/2 

case represents the quadrupole splitting in the Mossbauer spectrum and on, ©2= 

2coiand 053=30)1 in 1=5/2 case represent the interaction frequencies that can be 

detected in a TDPAC experiment.
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Fig. 1.5 Schematic diagram of qudrupole splitting

Fig. 1.6 Quadrupole splitting of spin 1=5/2 level in an axial symmetrical electric 
field gradient
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1.4 Electric Field Gradient in solids

It is quite well established that non spherical charge distribution in solids creates 

Electric Field Gradient (EFG). One can extract valuable information on the 

electronic structure of metals and alloys from die study of EFG. EFG being short 

ranged gives precise information about the local electronic distribution and its 

symmetry, tire defects near probe and the local bonding nature. It has r3 

dependence [28 ].

However pure cubic metals with no defects present are spherically symmetric 

and hence do not possess EFG. But the non cubic metals possess asymmetric 

charge distribution due to contribution of lattice sites and conduction electron 

densities. The lattice field gradient (Vzz latt.) results from the non cubic 

arrangement of positively charged lattice ions while Vzz el. is caused by the 

negative charges of conduction electrons. The role of conduction electrons has 

been discussed by Watson etal [29 ] and Das and Ray[30]. The lattice EFG can be 

estimated by the point charge lattice sum calculation. Its enhancement is taken 

into account by Sternheimer Antisheilding factor (l-ya) [31 ].

The pioneering work done by Raghavan etal [32 ] in metals have shown 

universal correlation between the contribution of lattice parameters [(l-y)Vzz 

latt.] and conduction electrons Vzzel. According to this model Vzzel is 

approximately three times larger than [(!-'/)Vz?!att.j and has an opposite sign. It 

was expressed empirically as:
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eqei = -Keqiatt (l-ya), where K is the universal correlation.

It has also been observed that the temperature dependence of EFG in metals is 

observed to be following a T3/2 law[33]. The EFG in metals like Bi and Sb showed 

decreasing behaviour with increase in temperature, thereby indicating metallic 

nature. However several semimetals and semiconductors do not follow T3/2 law. 

The EFG in semiconductors like Te [34 ], Sb2Te3 [35], ImTes [36] and InBi [37 ] 

was found to be increasing steadily with temperature. But in high band gap 

semiconductors EFG is insensitive to temperature variation. This behaviour is 

observed in compounds like ZnO [38 ].

In Chapter 4, we have performed similar study to see the effect of temperature 

on dilute Fe doped in Sb2Se3 semiconducting compound using Mossbauer 

Spectroscopic Technique. Sb2Se3 is a V-VI group semiconducting compound with 

orthorhombic structure. Sb2Se3 is reported to have a bandgap of 1.18 eV [39]. 

The effect of temperature on EFG of this compound is not reported previously.
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1.5 Theory of defects in metals

1.5.1 Defects in metals

Defects in metals could be either extrinsic or intrinsic defects. The intrinsic 

defects like point defects (vacancies and interstitials) and extrinsic defects like 

impurities in the metals can be produced by various techniques or they are 

inherently present in some materials. The study of such defects, their production, 

migration, agglomeration and trapping are well studied in metals [40-42]. The 

variation of physical properties of tire ^materials because of their electrically 

active nature in the matrix makes it important to study their dynamical 

behaviour.

1.5.2 Method of defect production

Lattice defects can be introduced in metals via 1) irradiation, 2) quenching and 3) 

ton implantation procedures.

1. Irradiation: The samples are bombarded with electrons or heavy ions. The 

defects produced are randomly distributed and may get trapped. They 

can produce structural defects like self interstitial atoms, vacancies and 

their agglomeration.

2. Quenching: The samples are cooled rapidly from high temperatures near 

the melting point. This effect can cause clustering in bound states or 

agglomeration.

3. Implantation: The energetic ions (especially probe atoms) are injected into 

target material using ion beam. The ion beam implantation can create
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probe-defect complexes by forming bonds. Lot of work is reported on tire 

study of the effect of implantation [43-47].

1.5.3 Annealing procedures for removal of defects-?Isochronal annealing procedure as discussed by ^pleiter et. al. [48] is usually 

employed for identification of defect formation. In this procedure, tire samples 

are heated to a range of annealing temperatures for a short time (about 10 min) 

and then remeasured at the temperatures at which defects were first introduced.

The probe-defect complexes gets modified, as the defects become mobile at their
\

annealing stages.

Defects recovery model in metals [48 ]:

Annealing
stages

Temperature 
(expressed as
fraction of melting 
point

Description

Ia-Id 0.02 Recombination of close interstitials- 
vacancy pairs

Ie 0.025 Free migration of interstials followed 
by formation of interstial clusters.

II 0.02-0.2 Growth of interstitial clusters
III 0.12- 0.2 Free migration of mono or 

divacancies leading to annihilation at 
interstitial clusters.

-IV 0.12-0.4 Growth of vacancy clusters
V 0.5 Dissociation of remaining interstials 

and vacancy clusters, removal of 
most of the remaining defects
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1.5.4 Identification of defects in materials:

Usually conventional techniques [49] are used for the detection of defects in 

metals. But they are not sensitive to tire low probe-defect concentration in the 

material. Instead, the microscopic local probe techniques like y~Y perturbed 

angular correlation and Mossbauer spectroscopy are highly sensitive to even 

impurity concentration of 1013 cm-3 in the matrix.

Table 1. Various techniques used for investigation of defects produced [48]:

Methods Application to Limitations

Mechanical relaxation Vacancies and interstitials Requires single crystals

Diffuse X ray scattering Mainly interstitials Requires single crystals •
Electron microscopy Vacancy, interstitials, 

clusters, loops
Applicable to large 
defects

Field ion microscopy Vacancies and interstitials Requires high melting 
point

Channeling Lattice location of defects Requires single crystals
Positron annihilation Vacancies and small 

clusters
Not sensitive to defect 
geometry.

Hyperfine interaction Impurity-defect bound 
states for small defects

Provides unique "flags" 
of defects, quantitative 
interpretation of data is 
difficult

Through table 1 one observes that the type of microscopic complexes between 

probe-impurity can only be detected by Hyperfine interaction technique. The 

Electric Field Gradients associated with each complex determines specific 

structures of local environment around the probe.

29



The first attempt to study such defects in materials using PAC technique was 

made by Kaufmann et. al. [50 Jin die year 1977. ^fter which numerous studies in 

different materials were done using same techniques [43-47]. In most of die 

studies annealing procedure was employed for identification of type of defects 

and its nature.

For e.g. the annealing procedure of radiation damage produced in chalcopyrites 

studied by S.Unterricker et. al. [51] have shown interesting results. The reports 

explains the removal of amorphization caused by radiation damage through 

isochronal annealing steps. The prominent sharp quadrupole frequency 

observed after annealing procedures were interpreted as the probes diffusing 

more towards chalcopyrite environment in the system.

We report in Chapter 5 similar studies done in radiation induced damage effects 

in Rhodium (Rh) metal using TDPAC technique. . Isochronal annealing for 10 

min was done at 300, 1073 and 1473 K temperatures. As irradiated sample 

showed two Quadrupole interaction frequencies 1150 MHz and 93 MHz. The 

slow frequency disappeared at room temperature annealing which was assigned 

to In trapped at a vacancy created by radiation damage, while the higher 

frequency remained upto high temperatures and was attributed to In trapped at 

Rh-C complexes in the Rh matrix.

Chapter 6 gives the summary and future scope of the studies.
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