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1. In this thesis on "Certaln Problems in Multivariate
Analjsis", are included five chapters divided in two parts,
the flrst part contalniag four chaptnrs on multicollinearlty
of means in multivarlate normal populatlons and the second

!

part containing only one chapteruon multivariate power=series

distributions. " ‘

2e Just as'xz distribqﬁiqn‘isgimportant in the unlvariate
anal?éis for various typ%éfbf-ﬁegks, so is the Wishart distri-
bution in the multivariéﬁé?énaiisis. In univariate analysis,
Aitken (2,3), Cochran (14);;Cra1g (15) , Hotelling (30),
Lancaster (46), Madow (48) Matérn (51), Ogava (56,57) and
George & Graybill (25) bgye established the conditions for the
quadratic forms : x'Ax Eézié distributed indépendently and/or
to obey e distribution and Daha (45) has obtained the
conditions for the 1ndependence of two second-degree poly-
nemials in x's. In the same manner, for the multivariate case,
considering the forms of the typei XAX' + (ILX'+XL')/2+C, we
have established in this th931s the conditions “for the forms
to be distrlbuted indepéﬁéently -and/or to obey Wishart
distributlon. uplltting'xx‘ (sum of squares and products

matrix of observations) inxo Z: XA X! 'y we have established
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the sum of squares and products matrlces (S, Ps Mo )

"« H

due to the null hypoth651s and due to the error. It can
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S.P.M, due to error (3 BX s say) and i St du o‘hypo-

) ,*’3 ; .
thesis (Xaxe, say) are independently’ @i ributed and

also tﬂat they are separately ﬁlstflbu gd as Wishart
under certain conditions. Hence bhlgﬁg&yes us the
statistics as the proper functions of the elements of
(axt (xsxt)~L required for testing the given null’
hypothoéiso 1&0, we may note that various persons
like 4Anderson (5/, Bartlett (10 11), Bose (12,13),

r (19), Hotelling (28,29), Hsu (31, 2), Kendall
(35,358), Kullback (42 ,43,%4), %ahalanob;s (4“),

Farain (83,54), Pillai (61,62), 180 (68 389, 70 3710,
Roy (75,76,77,72,80) -and Uilks (8o,86 Sn), from various

points of view, afflve at various SUutlsthS for
testing the same null hypotbesls, buulube 1mnortanu

\,.

common- pkoperty about all those c‘\,::1’5:1.%1:3.(:5 1s*that they

a1l demend uoon the prover functions of the elomedts of

(XAX') (XBX! ) . For example, we mathonclder the

i\,

“ﬁroblem of testing the equalluy of meanxvucto”s for k

different populatidns, Let S 59 and 81 be the‘re pective
8,P,M, due to error and that due to th null hyﬂothecls«
Then Wilks (85), by considering the 11k§11hood ?unctlon,

R . UL O S
arrives at the A-cr 1te"1on, which ist coﬁstant times the

geometric mean of the characteristic roots (or simply

X



3

. -1
roots) of 85(84 + 85) . Hotelling (29), extending

: 2
the idea of gemeralised student-t , Hotelling T (28) ,
arrives at the Hotelling T-criterion which is constant
SRR SR i =1
times.the arithmetic mean of the roots of 5385 . But

Pillai (62), visualising the presence of the above two
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meaFS’ln those methods, gives the He-criterion which

e e

%18 the constant times the harmonic mean of the roots
:OL (I- + Sr39 ), while Roy (13), by eonsideration of
heuri é ic method of test construction (75), arrives

‘ét ubé test - c¢riterion of maximum root of 51551

ere aiso e may note that all the four criteria mentioned
: above sﬁﬂtlsly the condit that they are all pronef -
;uncg;ons of the elements of Si ;l .
wj‘ ' In this th051s, ve give the test-criteria for
testinﬁ the multicollinearity of means (and departures
ffom it). Multic0111nearity of Means defined by S.N. ﬂoy
(79) is of two types; namely (i) the matrix of means ofA
the"first p-variates 1s a constant matrix times, the
matrix of means of the remaining g-variates, the constant
matrix factor bein equal to the regression matrix of
the pnsé; on g-set, whatever'this regreséion natrix
mightibe. Ve define this as the first kind of multicolli-

neaxxty “of means, and (ii) in the second kind of multi-
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NCOlliﬂeafle of means, the matrix of means of the first
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p-variates is a_constant (and givePQ matrix times the

matrix of means of tho remaining qevaflatee. Lhis also

buloncs to llnear hypothb51s in multivarlaue analysis of

ﬁ"

variancg: of means and the test-criteria can be given

':», s
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51mlla%mto the testing of means in k-multivariate normal

pbgnlabxéns. The first kind can be successfully handled

by spllttlng S.P.M, into various components of which only

two aré conoldered in this. thesis-one due to hypothesis

AN,.anJ

ponulatlons, Rao (68) has- considered this case by naming

'1t as the problem of increased distance, He gave R or U

statlstice for this purpose, We name them for the above

Lo l;~o~

general.pfoblem as generalised R (which is the harmonic
mé;n ofgroots) and generallsed U (which is the arithme:

mesan of rocus) statlstlcs (88), d0y's criterion of maximum
root 1§r§£§o considered, The First criterion, namely, the
geomet“ic.mehﬁ of roots has already been’oonsidereﬂ by
Bartlett (11), Hsu (33), Lwrly (47), Rao (63) and Wilks(85).

Harain (54) has studied the wbiasedness of R or U statistics

given by Baog Here we study the teSumcriterla.genefallsed kK,

gene”ai;sed U and maximum Toot ap in detail bringing out

their va ious propertlms. Also the simultaneous confidence

bounds»OA the varlous types are also considered,
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39 : Q@Qt@f One deals with the forms of the type:XaXt +
(LK' + XL')/2 + C with their conﬁltions foxr 1ndepanﬁence
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and for obeying Wishart distribution. 4150 tﬁéir applica~

Y
tlons in testing the various statlsblqal hyno»heses have

been given and the test criteria wblch are inyarlanu wder
certaln non~singular linear transzormat;gns of ‘variates

have been derived. ' L .
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ggggzg;,gzg deals with the nro%lem o: obtalnlng

4
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the distributions of thu statistics for the multicolli-
nearity of means of first kind, and also a numerical
example is given to illustrate the technique of computa-

tion of these statistics.

h@gtgx hree deals with th@ UrODoﬁty of the

monotcnic lower bound of the test procedure (depand1n¢ on

the maximum root )D),

“ .
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Chaptex Four deals with the 31mu1t%neousgconf1dmnce

" bounds on the parameters connected with multicolllnearlfy

of means and the regression like paramet_erse

B '
.' .

4o Noack (55) has defined a univariate Dovernserles
distribution as PT( g-"’X) a‘X 2z /f(Z)F“"forw X"O 1 290000»

?
where e,z 30, ay is a function of x or constant, £(z) =
00 =7
Z‘a,xz,X is convergent for some |z| < T Wg (411,)‘ extend this

definition to multivariate OOJOr"SerleS dlstr b ition as

{ e
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Pr(%“"xl?'e"? §k‘ —xk?*‘axlgotojik Zl ”ezk /f(zlg“e,zk)
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_where 2y Z1” eoeZy 20, 2, . o~ 1s a’function
Fpreee¥y Lo 1'-"::??1&
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of Xyseesy e OF constant, and f(zl, ..»,zk) =
X

a. A ; 2. 1s convergent
3”-",3“ Xlg‘oa ’Xk 1 %k < °

Certain recurrence relations for the factorial~

cumulants, cumulants in multivariate as well as univariate

e -1

cases are given and it has been shown that any power=-
series distribution is uniquely detezmined from its first

two moments (1@ee means, variances and- covariances).

For multivariate  and univarlate cases,gcerta1n~1llustra-

,'
\_,. £ E
tive examples (like multinomial, negatlve muTt*ﬁomial
multivariste Poisson, generallsed P01sson etc)«are given
to illustrate these properties of powernserles dlstxibutlon.

411 these properties are eaolly excended to

 truncated power-series dlstributlonso




