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■Chapter 4,;f

-3 > "
SIMULTANEOUS CONFIDENCE BOUNDS ON THE BEGHESSION 
LIKE PABAMETEBS AND DEPARTURES FROM MULTICOLLINBARITY: i ; ‘"' - - . .

vH:;:DF MEANS

4.i: latxoaia&timi-
Confidence bounds given here for regression-like 

parameters and departures from Multicollinearity of means are 
improvements over those, given by S.K.Roy (23,24,79) with some

»1 ! i
additional results.

Let /7a *\ p — be^independent multivariate normalsf •• «jL* J \ — -O S»(Ili\

1^.
ff %\; Pwith mean vectors [ i |i “and variance-covariance matrix

Ud * ^
i.

. Ejj, P 7 , <f
£ s I 1 .ifor i=l,2,...k and 3=1,2,.«.,ns. LetIl2 W * ; :

p q 5 e

P= £12 ^22 and i=l,2,...k. Then we are consider­
ing the following problems;-

(i) Confidence bounds on regression like parameters jJ;
j Li L ~~ '(ii) Confidence bounds on s;

(iii ) Confidence bounds on the parameters of the
departures of means from, the multicollinearity of 
means of second kind}

I f
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k(iv) Confidence bounds ton ^ ) where j = JC n.f ./n
ffiAii

where
■ I U

.i r

Cv) Confidence bounds-on fg-Hj (i^d) which is a subset 
of (iv). ';j f
The solutions of ;.the above problems are given in 

the following sections irHthe order mentioned above.

4*2: Confidence bounds on the regression like parameters ft;- 
T . ' /sll si2\ P
Let S= J be the S,P,M, due to error

\S22 B22 *
P q y;.v,,

f i |’;iand then the distribution .of S is Wishart (n-k,p+q;iT;S) 
if n-k^Cpr^q), (See chapter i)...

By using (A, 1,19a), 'it is Ceasy to see that

-1 i'-yi “‘S,- ’

* tr ^-22 S22 ^-l,2 p®22>
-1 -1 where P~^12 5», •J- T - *Since trPQ=tr QP, the' abd^b result is equal to 

(4.2.1) tr£ s=trri>2S1#^tr4^B^“P^)(B^"^f+tl,42 S
22

where ^S^Sgg , S22=TT‘ . 

Also |S| a |S22| « J f«iij2 | •
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■v

(4.2*2) Hence, it follows Immediately that the distribution
1 u u ] ■'-< ^ ,

of S1#2 and the joint distribution of BT and Sg2 are independent
‘ i '•% $-ly distributed and their respective distributions are given 

by W(n-k-q,p} ri#2»Sl*2^ ^ MH-XBSf^^.WOa-kjqjX^gjSgg)*
g 1 pHence we consider all 7\£ £ ; g - or V 4. & where V 1 s are

" f 4 Ml.

the roots of
-1

J
(4.2.3) Si.2(B’P) S2^(B-P^

tfe note that %aax has the distribution of the largest
!’ j: f -1 *

characteristic root of :thfe matrix BS22B* wilen
The joint distribution of these central roots (when p^q or
p 4 q) and also of the largest root being known all that
we have to do to make (4.2.3) a simultaneous confidence state-

2ment with a joint coefficient (l-d) is to choose 3*/(l-£A )=£ 
where ©^ depends on p,;4<£]n-k-q and the quantity on the right 
hand side-is defined by'-/
(4.2.4) Pr ][ Central~)kmax^J^Al-^ )| = <i »

substituting this;in i(4.2*3), we can derive the
simultaneous confidence Abound dn/B from-1 :!!iif X r .(4.2*5) xm«ls1>2 (B-f)S22(fep)q 4 %/d-e^).

Applying (A. 1.24) j we can rev/rite (4.2.6) as 
(4.2.6) 3,(B-p)S22(B-p),ya,S^#^^^/(l-©^) =3* (say)

for all non-null >3 :/pxl •
- .('"SAgain applying (A. 1.25) and with certain modifications

! *; x!we obtain the simultaneous, .confidence bound on p as



for all non-null";ar: pxl^and £ : qxl •
Since (4.2.7); is true for all non-null £ s qxl

towe can choose £ so as to.maximise a’Bs . Then it is easy 
see that (4.2.7) implied Xs'pp'13) 4 (a’BB’a) +

Ca'Sq.ga) ( /\max S22)} • A similar result follows for

the other side of the inequality and thus (4.2.7) should imply
' "t % "k

(4.2.8) U'BB’fl) - [>4Ca,st.2a)/Amins22\ 4 ta’PP'a) 6

' f Y*
U‘BB*£) + { (i b 1# ga)/ A minS22}

for all non-null & i :pxl •
Similarly by maximising (4.2.7) with respect to 

M,i .pxlf we have 1 % &
(4.2.9) (a'B'Ba) - ^:(4axSi;2Kfi,S22£>} ^ i

M/ „ *“ 'C •' * *
for all non-null £;: qxl .

Then by similarly maximising (4.2.8) with respect
\ j r ] 1 - ,.-"7*

to £ : pxl or (4.2.9)-with respect to £ : qxl, we have the

result
(4.2.10) (Ajaa^BB* ) - [Ad<AmfiYSl.2^/^min^l - ^max?P‘ 5 £

^AaaxS 1.2^AminsS9.}
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TrtmcfltloBu Since (4.2'.j7) .is true for all non-null 

vectors £ : qxl and. 3 :pxl, we can specialise £ and 3 

by putting one, two dr;more components equal to zero, and 

then in each case, take arbitrary values of the other compo­

nents and reason in the same manner as above. Thus proceeding, 
we shall have in.all (2P-1) (2^1) statements in number, 

all with a simultaneous confidence coefficient %■( 1-cO.

Vl4*3 s- Confidence’bounds only’s (Multicollinearity of means 

of first kind ::r

It is easy tosee from (1*5.1) that S(S.P»M.
t !

due to error) and i': -/7i\;' P

lu tpiki'”Ji --J

i=sl,2,..*,k are independently

distributed and their distributions are W(n-k,p*-q; 1T;S) if

n-k^p+q and H Uf
^T2 P

d
i=l,2,..,k

1k>*respectively and put tin g’Y: pxk= ( y1?

Xsqxk=(,/n^t^,**• ,,^5^ j£j£)-, ^ P^dsij
if(PJ ^ , j-i,

Psqxk«(s/n1v1,.*.,^:^1l;!and ^22^ » can

shown to be similar to lemma 2 of chapter 2 that
rJ — i t r«* "* lv / 1“ J j f^-1 m ft*

F;pxk=T^ (I -T£C£ ) D where D’D=

v f

T / <*

X
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ijr-x* (s22txx*) x ,:kxk ana;;s+ {
/M\ /*- ?

H

& T=l
T-

T
P

.2 V *

\ P
) , is cl;

J a '"*■<

(4.3.1) const. jl-FFijl

■i \ X

distributed as 

' (n-k-p-q-l)/2

X

<V W 
ES T«Jf

and if Xis any

-1nonzero root of [(Ij^-F’F) -I^, then by lemma 3 of chapter

2 and (A. 1.22) ,^X is also the nonzero root of

' i ^ ,
She distribution of xma^ if P>X or p <.k, can be obtained 

from (4.3.1) on following S.N.Roy (73,74,79) and Pillai 

(61,€3). rv
■ • i o 2(4.3.2) Hence we cdnsider-all X* 4g or \ 4 g whererl nnax &

t f2 { I j { . ^ n-1- t JL

s are the rootsqfj L CD~|) ’S^ ^ (D« § ), where
■L. j **

L^I^+X’Sgg X, DsY-S-j^SggX & S1#2=S^-S32s22S12 *

Since the distribution of Xmax in tiie nuH hypothesis 
is known, what we hayeto do."to make (4.3.2) a simultaneous

. i ■ ! ' "*| I i *confidence statement wl^h a, joint coefficient (l- d) is to
. o ..-<3

choose s ~ %/(l-6d’)-X*(say) where ^depends on p,k and 

n-k-q, and the quantity.;on the right hand side is defined by
f 0/

(4*3.3) PrCCehtral Xmax ** *4 )ss<* •

Substituting this in (4.3.2), we haye for the 

simultaneous confidence bound, the statement



j-' Applying (A* 1.25), we can write (4.3.4) as
_ ! . . 'J

-i(4.3.5) ;;a*(D-.| )L (3D-f/* ^ V •a‘S1.2 *

VV for all non-noil & s pxl.

Again applying (A.1.25) and after certain modifi-
* f' » i

cations, we have the simultaneous confidence statement on 
§ :pxk as "

(4.3. 6) - | ^ (.a* S 1#gg) (,fi ‘ I»ij)} £ SA’DjS +
JL

'■ {'>*; (a,sliaa)(s,i.j8)} 8

for-all non-null & : pxl and all non-null $ : kxl. 
Similar to (4.2), we arrive at the following 

other statements which are derived from (4.3.6):

■t k ku.3.7) (a'DD's) -[x^Ca'S^aaKx,,^^ (*■$$'*) <

i *
Xa'DD'fl) +Ud.(a,si_2fl)(Xmazi.)}

if '

for- all non-null a : pxl ;

- / ■’ -i- ' k‘ k
(4.3,8) (i'D'Djj) i (i'j’f'a) 1

’ ' *' >' '• * k(S«D'DS) +{>-4 (W^gUs’ts)}
/' v \ ‘ '

for: all non-null js
i ,

kxl and
jl

i
a
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. To' discuss the shortness of (4.3.6), we consider
J \ J ‘ ' - • • - • '

the non-central distribution of \mav defined in (4.3.2) i.e. 
^max:is the largest root of the equation in X :
(4.3.10) v:r |(D-|) t"1 (D-5)« -XSl2|= 0.

It* is'easy to see that the distribution of the non- 
central j^yis really the distribution fmax where fmax 
is the largest root of the equation in f obtained by (i) 
replacing in (4.3.10) £A by £± (/ j^) and sof byf* 0*f) 
and (ii) assuming the true population parameters as* and 
soj • The distribution is extremely difficult, but it can be 
shown easily from (2.2.2) or (3.3.5) that it involves as 
the parameters, the positive roots rs Cs s. t

■7*-^min.(p,k)) ofj lthe determinantal equation in r:

I (f *~P (!*-$> t.ri.2 ] =0 where £1.2“^2^2 %

..X-. - ,, -1 , ’and the rodts;of (y* £ 22^ which disappear in the null
; F**'*-^ ' 1, * * r 3^t" ■ '

hypothesis. The (§„**JH$ "I)1 is necessarily at least positive 
semi-definite of rank s= min.(p,k), say so that out of the 
p roots'of the equation in y, (p-s) are zero and s positive* 
Referring to ’chapter 3 (3.3), we observe that there is a
good upper jbonhd to the shortness of (4.3.6) and the shortness

- t * } ’h ‘ f !

is the-:monotonic decreasing function of the deviation parameters 
and tends to,zero as these tend to infinity. With one population
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we have s=l and
-1 -1, , -1 , -1 

>k=nl(f-^rS12S22I) *S1.2(?"irS12S222>/( 1+n#' S22 &
^ •■I' ■ "* 3.and T= n1(i1-.£1) » ***a -'C^kz ^ is

well-known that on the null hypothesis (n-j-p-q,)Vp is 
distributed as central F „ with p and n-,-p-q d.f.

and on the alternative as the distribution given in (2.3*2)
"' ■ si t ( ; r *’/

with the same d.f. and with a deviation;parameter /and, .
It is easy to check that in this ease^the confidence statement 
(4.3.6) reduces to V U

4\
(4.3.11) ^Cs’62^2&) //n-^Cn-j-p*q)} 4-^1 Lj -

&'$.+ tPF*(^,si.2a) //n^n^-tH- q.) \ ^

for d » f -s 12s22 / - l+nx 2*S22 S1.2“SirSl2S22S12 *

[ C. ? l-JH
for any non-null £ spxl and Pr(Fp n .p.0^Fel/Ho)=d •

The shortness of (4.3.11) can he shown from chapter 3 
(3.2) and tends to zero as /-»(£ , whateverwmay he.

Truncations- Since (4.3.6) is true for\ all non-null vectors
' \ — J \

a, : pxl and £ skxl, we can specialise £*and £ hy putting 
one, two or more components equal tojzero, and then in each 
case, taking arbitrary values of the, other Components and

x * , ‘ ]
reasoning in the same manner as abovewe shall have in all

w i - * ~v u • f / i
? { - f i • 5i -j y s J \
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(2p-l)(2k-l) statements in number all with a, simultaneous

confidence coefficient.. $.( 1- ' ini• . . \v ~--y 'f"j
Simultaneous confidence bounds nn-the departure r>f
means from the Multicollinearitv of means of second 
kind i. •

Si . -i

(i) Here the null hypothesis is H^C^sGj^ for i=i,2,..k) 
where G: pxq is a known matrix. Then by transforming y. . 
to z-y by the relation /^“G&ycZy > we see that j5y are

independent multivariate normals with mean vector ^-Gj^ 
and variance covariance matrix (i-G) jp^Ij-G) * for i=l,2,..
• ••k and i=l,2,«»i,n^ .

The confidence bound for this case can be obtained 
from (4,3,6) by making the necessary changes, namely 

s1.2Ts*p*m» due t0 error fork's, L=Ifc, sJn^)

: pxk and f ,^nk ik):pxp where ii=MJ-G£i i.e, we can

write the confidence statements as \ _

(4,4.1) &’Dg~(^'S1>2a) s*si\ £ diatps t-c
r . i ci :V' r !i''i vja’S1<2a) for all non-null vectors

.Sipxl and £ : kxl, and
' •)
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$ t :'

Pr{central ^(DD's’^) i >**4= <*.,

DsY-ffiC.S, „=(I -0)s/Ip) , S=S.P.E due €o~4rror.a*
^ l-GV fi h.

Other particular eases can he derived from
(4.4.1) similar to (4.3). * ' :A.*i

l-. i
(ii)

' • ' j . %
variate analysis of variance, of means:.

(a) Univariate case:. Suppose £j3s..,are independent 
H(E(xi), (T2) such that putting z*=(x1,...,xn), we have 
E(s)=^ , &:mxl (m-4n), A:nxm is a matrix of rank r^m* n, 

given by the experimental situation and £l. :mxl is a set of un­
known parameters.

Putting A:nxm=(A1 A2)n, let? us assume, as we 
r m-r

can without any loss of generality, .that A-,,:nxr is a set of
independent column vectors which might've tak:en as the
basis of Aimxn. Suppose now that it is required to test
H0(C ^=2) where Csqxm is of rank s £ min. (q,r) £ men. Putting

/*1
L“ ~\ l *~l -/*ok-. C21 ?22 
r ip?

we assume without any loss of generality, that (C-^ C^)
can he taken as the basis of C, then- the test] given by

• nT
S.I.Boy (79,23) is \-

(1 ■■
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(4.4*2) to reject H0Q.j= 3^) if

(n-r) (,2“B3x) 1M’ K “^iCs-BjJ^/s where

M=C11CA-A1)-1Ai,H=MMVCi1(A1A1)-3Ci1,B=M,r1,
K1 " •e=Z,2-2,AjU'Ai;'*1 Aj2 and

PrlFS>n-r’F^3i=Cj;J =«•
i oj li

To obtain the confidence bound on 3L > we apply
j*i i1 -**

(A.1.26) and rewrite (4.4.2) as.

(4.4.3) d»MS- IsF^eCi^i/Cn-r)}^’!^ i’Ms +

1."2—i^sFA e(d!N£)An-rl| , ]jfor-any non-null vector:1 c|:sxl. 
If we maximise (4.4.3)Vith respect to all non-null 

d:sxl, we can write it' 'as'/ {J-. .
lw*S i 12(4.4.4) (^j'M’Ms) - sF*t/^^)\ 6 (J^* 5-^ £

(2«M‘M2) + {(^ N)e sF^An-r)}

(b) Multivariate case:- yfe turn to the multivariate 
set-up, namely Xspxn whose'column vectors are independently 
distributed, the r~th vector sr being N(E(2Er)»X) for 
r=l,2,... ,n« Let E(X’ )=i^L, Ajnxm,/U. smxp. Then it is easy to

set the confidence bounds on the parameters CJk, by consider--. ring first for all non-null b:pxl, the. distribution of b’X 
which is univariate normal and'---so the similar confidence bound

. -—- J lon CjUp can be written from (4.412)' for any non-null b: pxl.
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Then we convert this test procedure by Union-intersection 

principle (75) to the multivariate set-up and arrive at 
the confidence bonnd on ^(Cn C12)/"^'1 \ as

■ \h-zl
x

(4.4.5) .d'MX’i-^Ck’SJe) (4’Nd) sW(n-r)| £ &,7jl & ~

^'MX'i+ {(i'Sli) «4‘kfl) s y(nrr)}*

(•
for all non-null ]J: sxl..and &: pxl, M & N are defined 

in (4.4.2), S is the S.P,.M.; due. to error and ^(depending on 

p,s,n-r) is the point'of the: distribution of the largest 
root of S* S“1(n-r)/s under Ho(7J1=0), S*=S.B.M. due to 

hypothesise X W N"’jV\ X'. ;;

Now for maximising over'j| and b, we can proceed

similar to (4.2) and arrive-at the followings
1 o' •;4 A !

• • % > , v>-v "" ' 1 1(4.4.6) (Jb'sfi) - i^’Si) (^r li)s^An-r)} <£ (b'^T^ <
i ’ ^ "■*

(Jb'SjS) +{(i*siF(^ffla?i|s^/(n-r)}.

for any non-null"JfJ: pxl pnJ. Sf = XM'I^X'j

(4.4.7) (a'MX'XM’fl). -}0,Hax S)(fl'Hji>s V(°-r)} i e”|i >&.'£) 
(i'MX'XM'd)**}.^^ SHa'Hfl) sA)/( n»r)|^

for any non-null £ : sxl and

>. '
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, - ■jr- - ■ - i !(4.4.8) (Xmax S( ) -\(XQax S) (W) s)^/(n-r)^ 4

^\iax - ^ \^max ^^Xmax sM/(n-r)J >

all with,.confidence coefficient £(l-o( ) •
Also we note that the hypothesis of testing

, J. ] 'G^<=0: qxp is the-same as ($(P=0 where P:pxu (u^p^of rank u) 
i.e. OJA* ** 0 where .and so testing ^=(0^ C12^:sxp

j {is replaced by testingv^.= (C^ C^^P: sxu. Hence (4.4.5) 
would be replaced by a statement in which everything else 
is the same except that under ^,p would be replaced by u
and written as )^*, X would be replaced by P’Xsux n,

• •<

S would be replaced by P’SP and all non-null jfespxl would 
be replaced by £*;uxl. Similarly in (4.4.6) and (4.4.8), 
in addition, S* would be replaced by P'S*P.

With a confidence coefficient ^(l- o(), (4.4.5) and
(4.4.8) will now/be replaced by the respective confidence 

statements: < cr~- £
(4.4.9) {(b*;;P*SPJb*) (£*N4)s /(n-r)} 4 ^’^P^

'fl»MXlPJ^\(fc*,?’SPja*)(4,Nfl)s An-r) J 
for all, non-null^ ; sxl and : uxl, and

^ ' <ll '* *' > * ~ *0"

(4.4.10) aaax P'SfDs-JXnax P'SP)(Xma3.'lt)sX»(/(n-r)^ 4.
0WxHiV’>5f vC;)

(?W p’ sp> <?W «s f .

I/
N
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n

Inmcstiom.- Truncation problems for (4.4.5) and (4.4.9)
M*: r i '

are similar to those discussed in (4.2) and (4.3).

4.5: Confidence bounds on (jj - j )1 s

With the same notations as (l.5). let

(4.5.1) [ ) (B-A) (Y* X(i) ?! ( *1 (Z* Z*):

- qW ’ qiz J 1 qn k-l k

> = p (nA

a U /
(H^ l6

pfBi\- p i(Ir? >* .•*.tJ%(yk-y) \ _ k _
where I *1 = I "I" I - _ - " It. 2=1 n±li^

q \ S / q vl&v(St**2H ) » • • • • > J&jjAXv—x) j i=l 
k 1 1 '
% _ k;__-. *4, k

n*X 2i/V z =1|1^!%/n> Zr%I
4=1 4=1 i=l

and also
q \X
f-,n
V. •

^l,. Ai =B-A and ^ Ax^1]^

1 <

for (B-A) is an idempotent matrix of rank (k-l) (A. 1.12) 

Hence hy Applying (A. l. io) to (4.5.1), there 

exists a semi-orthogonal matrix A: (k-l)xk such that

(4.5.2) ,HAi. »M:
4.1 4 l Z / 

k-l
A1

(4.5.3) Moreover by X 1.5.51, S= f p 12 \ and I
XX U , X \S12 S22 /q

X.r.'a P q

are independently distributed'and their respective distributions
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' *'• l'
■ *■ -< ‘1

S :

are W(n-k,p+q|£|S) and MH (v)Al ’ I=
n

P IH
q

such that

*11 £12\ P
12 *22/ q

q

)=* f ] ($1 5^) where
*2

cm np/^i\ p ff^br £H> • • - £r ( ', ; -J, £ = X n ^ /n ,
ql$2j q \ -^ h • • ->) 1=1 1 1

^ 0,i<i!) -- £)w *o
kP = X ni M4/n, and so .as (4.5.2), we write 
i=l 1 h <~"r

p Ai \ ■: P m’
qU2

k
• q. ■ n

4^ Vfr'-V*.1’)*, •

Of
Similar to lemma 2j. of chanter 2, the d . v ci.-rlJi d-i5 ( z y >

-l /vli;Y|1®(/^*Xx2^2i/ ^ ,S+;,( z
liUt-.

distribution 
where

a,- ^l 0\P-
- Q’Q, Q1n *^2 *3/ q

p q

and E*E-I-Z*;CS22+ZZ,)“1Z, is given by

, (a n-k-p-q-l)/2
(4.5,4) const. lIp“5,iFx

0-S--S-) If'Xis the nonzero root of } ,

then by using the leffima/3 of chapter 2 and (A. 1.22), ^is 
also the nonzero root, of

■S' U



81

^Ik-l+Z‘S22Z^ (ZrVS12^22 ZJ,S1.2 ^Zl~7lrSX2S22 » 0r
"‘A

^Zl" 1|l"S12S22Z^ ^Ik-i1‘Z'S22'Z''1 r|?l”1lb."Sl2Sa2 Z^'S1.2 *
oi -l , _i

Now we have C^^Z'Sgg Z) =1. -Z*(S2g<-ZZ') Z,

•1

UrVS12S22 Z)2'CS2siiz')‘:1Z(Zr’|1-S12S^ Z)'
■' - i --- - --U .

(?‘l-VS12S222)H,(S22+-m,)'la(!ir,|-S12S22 B>'

• lwith the help of (4.5.2), and ^=1^ ’•^22^2,2 ^2 = • Hence
} : i i *(4.5.6) P^CH^-S^Sgg B)(Ik+B*S^ B)’1(Br‘,|-81^22 K>*

(4.5.7) Using this expression in (4.5.5), we shall
* -1 have X as the nonzero root of (D

Ll“^Ik+a,S22 * DrH:i-*12S22 S and *|a3l- ^22^2

-**1i-rsi.2 (Dj-Tp-igrhere

(4.5.8) The distribution of if p ^(k-l) or p^(k-l)
can he easily obtained from (4i5i4) and so we consider all 

2 2 ''Ai 6g or Xmax £ g where. X1 s are defined in (4.5.7).
(4-r*^ Since the distribution of %ma3L in the null 
hypothesis is known, what we/have to do to make (4.5.8)
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a simultaneous confidence statement with a joint coefficient
>f. ! k-J i

(l-A) , is to choose- ;£ =£*/Cl-©*.) where depends on
p,(k»l) & (n-k-q), and PrCCentral >max? )=d*

Substituting tiiis in (4.5*8), we have for the
I j ! . { " ■>simultaneous confidence bound'the statement
tr-J ‘''"A ' - '

_i T~- !>— 1; .(4.5.10) ^ax^i (D^-xj)1 S;~~ (D^)} < >A with a
)

confidence coefficient £(i-cO«
Applying (A.l.24)J,and then (A. 1.25) and after 

certain modifications, we obtain the simultaneous confidence 
bound on if) asI £(4.5.11) a'Djjh^U's^gtfUi'Ljj))}* S’1)!Sa’Dji +

’ A
iXiCa’S^ ga) (i1!*^) } for all non-null a:pxl

- - >■ / .V i

and all no&-null Jj:kxl except', for the vector ( «0, M^)1
for *}(,/Ep JHg,..., =Q : pxl, and so we can always without
any loss of generality- fix -one element of £. Let us suppose
the k-th element of jfe to be .zero.

: ’■ J ! n 1'
For maximising ;(4? 5.11) over ^:pxl or Jjskxl, we 

can proceed similarly as in-,(4.2) and arrive at
(4.5.12) (fl^DjD!^) C&* ^'I-,1^%nay ^*1 ^ £ (fl,'*|*j,j0r) -

(^’D^D*^) ^^(^ s^ga)(^aax k^)^ 

for all non-null £• : pxlj



for all non-null b:kxl where the last element of £ is zero|

(4.5.H) aad 8L8)(W <

^'max’)']' ^ ~ ^^laax DiDi* "+^A ^\iax Sl.£-) ^max L]?l

all with a confidence coefficient greater than or equal to 
(l-d). j J r-.:-:;

To discuss,the, shortness of (4.5*11), we consider 
the non-central distribution of \ nv defined in (4*5.8) i.e.("r '‘Ecix
^max is "the largest root-of the determinantal equation in \

(4.S.15) |(ErySlgS22^*iCX14-B'Sg2B) |=0

It is easy to see that the distribution of the 
non-central )^ax is really the distribution of f if he re
fmax is ttie largest root of the equation in f obtained by (i) 

replacing in (4.5.15) l^.by. 0* £*) and so I by I) 
i.e. "^jby Tj* (/*J) and (ii) assuming the true population para­
meters as vj. The distribution is extremely difficult but 
after converting B to Z & Z and using (2*2*2) or (3.3.5)

, - . I '
it can be shown that;it involves the parameters, the positive 
roots 0j f1,’?2,...,rs {s£min.(p,]c~l))of the determinantal
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equation in ft | C^]*-7}) C*)*-*]) *- V X^| | =0, and the roots 

-i -i

of iXB-A}^* I'gg J'g ) which disappear in null hypo-

j t-, -»;thesis. The ’'risfnecessarily at least positive
semi-definite of rank min,:Cp?k-l)=s (say), so that out of 

the p roots of the e'quation .in ft(p-s) are zero and s positive, 
Referring to Chapt-e'r; 3 (3*3), we observe that there is a 
good upper bound toVthe shortness of (4.5*11) and the short- 
ness is the monotonic decreasing function of the deviation
parameters and tends:to zero.as these tend to infinity. With

- |(' ; ;

two populations (i.e. k*2), we have s=l and

(4.5.16)^ - yi12 |(y !,2"J2.2fc^r-251 *S^ 1.2“ 1
S' - - -J,;/ - 1 ■ U" "J ........™"’ ....r..-I,WL..-„ ... . . . . 1 . .. .ini-

p'-'* 1+T12
1 -where n^sn^DgAn.+ng), ?i“®12^22

T?2=,112(Zl-52),S22^r22) * A= VaS -i»i=1>2!

r=n (§*. „£ +£ )* r”1 (§* i )
i ^22K1i L2 -V Li.2 K£l -2 J1 X2J»

-1asnl2 (“i"-^^' ^22 * and ^ is wel-kno^
*•{ J ftthat on the null hypothesis ^(n^+i^-p-.q-^/p is distributed 

as F , with p. and (n^+no-p-q-l) d.f. and on
P* 1 n2“P“q~l 1 *

the alternative as the distribution given in (2,3.2), with



the samed.f. and with adevi'atioh parameter Yand

It is easy to check in this case that the confidence state-
ment (4.S.11) reduces to ,

(4.5.1?) y2>2)-|p^(fl'S1>2a)(l+l^)/B 4

a' cii-J2> & a1 (y1.2-y2i2^1pF* (3,si.sa) (i+If2>/® “jgV

for all non-null vector ay: _ pxl, and msm^+rig-p-q-l &
„ +n^:L rt ^ /HoCr*0)|* <*.

I P,n£*“n2-p-?q-fl y~ ° i

The shortness of [(4.5.17) can easily be shown 

from Chapter 3(3.2)and tends to zero as Ttends to infinity 

whatever GJmay be, - ..
/ \ 'i

Since (4.5«ll) is true for all non-null vectors
3 1 pxl and all ndr^nuli'ikxl which has the last element

y-"J ,f7

as zero, we can specialise Jj and & by putting one, two or 
more components equal to[zero, and then in each case, take 

arbitrary values of the other components and reason in the
’ p. • *.v

same maimer as above. Thusjproeeeding, we shall have in all 
(2 — 1) (“ 1) statements in number all with a simultaneous 
confidence coefficient 3>(l-e0.
4.6s- Confidence bounds on (j^- lj) (i^ j) which is a 

sub-set of (4.5):-

With the same notations as (4*5) and with
' i (



86r - *s;rn -
-i- 6 rr"' -1-h*2~" -h“SI2S22 %h> -h”Mf ^L2^22 “h* nht^hnt^nhf'nt^ ’ 

o— —'■‘‘“*3.— —-“A nht® we may note that

V nht<?h.2-It.2- !'h+ it> ,Si^(7h.2-?t.2-4+it)/(l+Ihti

“lit Su?i, ■s'(jhi2-yt.2-V-ft>(yh.2-?t.2-V-ft)a
1+1

aspxlnon-null
ht (a'Si#3g)

Ihus for a given pair (h,t), the statement that 
nht Is exactly[equivalent to the statement that, for all 
non-null s «

^'(?h.2-?t.2)4p^’?i.^)];i+Tht)/nhtUa,<ih-it) i

We observe that when the true population menus are 
Iji* s, U^t (»-k-p-q*l)/p is distributed as Fp}n.ic„p_q+i

'■ - * ;iii) _ *■
with p and (n-k-p-q+l) d;f. where n~ •

How considering all pairs (h,t) out of k-samples 
(and k-populations), it is easy to £see that the statement 
that the largest. out of all pairs is ^ , which again 
is equivalent to the statement that, for all non-null a* s

< f \ iand all pairs (£,t) out -Qf'ki,
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(4,6.1) d' (?h.2_?t,2)"lF'' ^'S1.2fl)(-1+Tht)/nht\S a'

3,(-yh.2-2t.2)H?i^’S1.2S)<l+l2t)/nhtf ,

If the confidence coefficient of (4.6.1) is 
to he (i*«0 j tiisii S^-F^p j»((^ z^.) will'he given
by (4.6.2) Pr(largest ^.out of^|Jpairs ?F4/null hypothesis}

= d. /•
It is obvious that the distribution of the 

largest Uht involves as parameters just p, q and n^n^,... ,nk. 

It is easy to see that the distribution is managable only
A.

when the number of parameters is small. It may be noted that 

when te2,(the largest Ufat) (n^ng-p-q-D/p will of course be 

F distributed with d.f. p and n^ng-p-q-l. Also the shortness 

of the confidence bounds^ (4.6.1) can be formally written as 
Pr(lar gest out of ^ pairs £Fe^(p, q,n^,... ,nk)/alternativ^; 

It is important to observe that while each 

is individually distributed! (on the null hypothesis)as F 
with d.f. p and n-k-p-q*!, the ^gJUht's are not independent, 

nor do we know what the distribution of the largest central 

uht is> to say nothing of the non-central case, so that the 

confidence statement (4.6.1) has not been reduced to practical

terms as was done {for theother cases discussed. The distri-
7'‘~\ ■ ~ •.bution problem arising in'this situation needs investigations
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r-_

For the associated,prpblem of testing
"I } j jwe set up‘as before the rule that if,, 

for non-null £:pxl and all pairs (h,t), the bounds (4.6.1) 
include zero, we accept !0 and reject it otherwise. The 
properties (including power) of this test are tied up in 
an obvious manner with those of the multiple confidence 
interval statement (4.6.i;), !!

s»ii-J <

|


