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41 INTRODUCTION )

In this chapter we investigate the following two prediction problems,

@ Return Period Analysis (RPA) of Highest One day Maximum Rainfall.
(ii)  Prediction of Weekly rainfall (WRF)

In Return period analysis we make estimation of return periods (T) of
Highest One day Maximum Rainfall (HOMRF). Han [57] has made elaborative
study on EVD distribution to predict the return period T. Singh et al. [145, 146]
have used Extreme Value Distribution (EVD) to estimate the extreme rainfall for
Bombay. Rao et al. [125]) has used extreme value distribution (EVD) (see Chow
[18]) to predict the flood and drought situations. Gumbel distribution is applied
by Mukherjee et al. [109] to estimate return period (T) of reoccurrence of Highest
One day Maximum Rainfall (HOMREF). Statistical distribution is being used in
Agarwal [3] and Bhatt [10] to obtain e;ctremes with given return periods (T).

Cunnane et al[24] and Gringorten [50] have used plotting rule for
extremely probability paper to study the extreme value analysis. Fowler et
al.[32]) have used two methods to assess rainfall extremes and its probabilities.
One is percentile approach (Karl et al. [81]). The second method is the use of
statistical distributions (Hennesey et al. [62]). In this method, estimation of T
involves fitting an extreme value distribution (EVD) to the annual maximal
series.

Estimated T is helpful to know the rainfall pattern for the erosion studies

of agricultural fields and maximum utilization of natural resources and their
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withstands against heavy rain. Based on the consecutive day’s HOMREF, period
of crop tolerance, storage and irrigation can be planned to maximize the crop
yield .

Kar [80] has predicted the extreme rainfall for mid central table
zone of Orissa using Extreme value Type - I distribution and concluded that
extreme-value Type-I distribution is a good fit for predicting the one day
maximum rainfall.

We make Extreme value analysis of seven stations of Krishna Godavari
agro-climatic zone and 14 stations of Gujarat was performed to find out the most
suitable type of distribution (Kulshrestha et al [90, 91}).

Many agricultural operations like crop sowing, crop harvesting, and pest
control required daily or weekly probabilities rather than the information on
average of rainfall. Gupta et al. [54] and Sharma et al. [139] have found the rainfall
probabilities for agricultural planning. Suitable model is required to know the
daily (Coe ef al. [21]) or weekly rainfall probabilities (see Biswas ef al. [11];
(Gabriel et al. [35]; Sitangshu Sarkar [148] ; Victor, et al. [163]).

Annual rainfall data series has normal distribution, which gives a good fit
to seasonal and annual rainfall over major portions of India but not the same for
monthly or weekly rainfall. Mooley et al. [108] and Khambete et al. [84] showed
that rainfall period less than four pentads (sum of five days rainfall) do not
follow normal distribution and so used the Incomplete Gamma Distribution to

pentad rainfall of two stations in Rajasthan.
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Hargreaves [58] and Sarker et al.[135] have calculated the rainfall amount
by Gamma distribution to obtain decade (sum of ten days rainfall) probabilities.
To evaluate agricultural potential in Sudano-Sahelian zone of West Africa, Davy
[28] has used Gamma Distribution Model (GDM). Biswas ef al. [12] have used the
same method for separating the agro climatic zones.

Many (Biswas et al. [13] ; Kulshrestha et al.[94] ; Mooley [107]) have
studied and confirmed that Gamma Distribution Model (GDM) fits well to the
Weekly Rainfall (WRF).

42 PROBLEM FORMULATION
4.21 PROBLEM 1: RETURN PERIOD ANALYSIS (RTPA)
4.2.1.1 METHOD I: EXTREME VALUE DISTRIBUTION (EVD)

Months of July and August have more rainy days in comparison with
other months of summer monsoon (sum of rainfall during 15% June to 15%
September) in Gujarat (Government of India [46]). Since last three years, due to
global WMng there is a change in environmental phenomenon (Fernando et al.
[31] ; Gadgil [36] ; Hundal et al. [69, 70] ) and daily rainfall increases in most of
the days. Figure 4.1 and 4.2 show the daily rainfall at Anand station for the year
2000 to 2002 and 2002 to 2004, respectively. Also, in Gujarat the year 2005 and
2006 are the years of heavy rainfalls, therefore in these rainy days, daily rainfall
increased.

High one-day rainfall creates the situation of flood. However, extreme

event due to Highest One day Maximum Rainfall (HOMREF) like flood is non-
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periodic. The knowledge of variations or occurrence of HOMRF in weather cycle
is needed and is a must for the society and needed for Agricultural Engineers,
Civil Engineers, Marketing Managers, Agriculturists, Fishermen, Tourists,

Transporters, Public living below poverty lines.

Daily Rainfall

— Daily rf2000
90 - — Daily rf2002 -

80

Rainfall(mm)

50 100 150 200 250 300 350 400
Day of the year

Fig: 4.1
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Daily Rainfall from 2002 to 2004

Fig: 4.2
An attempt has been made here for Return Period Analysis (RTPA) of 58

stations of adjacent covering eight agro climatic zones for 14 districts of Gujarat.
The rainfall data of Highest One day Maximum Rainfall (HOMRF) of 58 stations
from 1901-1992 were subjected to Gumbel [53] and Fisher and Tipett Type-I1I
distributions. The results of selected stations on return periods are presented and
discussed here. During the analysis Standard Error is computed.

4.2.1.2 METHOD II: ARTIFICIAL NEURAL NETWORK (ANN)

To predict the return period T, ANN method is applied with
backpropagation algorithm with three layers. Some results (values of T) of the
extreme value distribution (Fisher and Tipett Type-1l) are used for training.
Results of ANN are compared by the results of extreme value distribution (Fisher

and Tipett Type-I1).
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4.22 SECOND PROBLEM: WEEKLY RAINFALL PROBABILITIES

Rainfall observations like average or normal are convenient for
calculations by examining the trend for long-range data series. Rainfall averages
might be suitable for some parts of India where rainfall follows normal
distribution. But in the arid and semi-arid (like Gujarat) mean rainfall, pattern
does not follow normal distribution as the tropical rainfall inherent uncertainties.

Also, certain specific purpose likes crop sowing, crop cultivation, and use
of pesticides require, daily (Jackson [72]) or weekly rainfall probabilities. The
probability of rainfall can be used for various purpose like, concrete work,
marketing of goods, production of different commodities, land use planning etc.

An attempt has been made here to compute the probabilities of the rainfall
of the Anand station for the standard week from 22 to 42 by two methods,
namely, Gamma Distribution Method and ANN method.
4.2.2.1 METHOD I: GAMMA DISTRIBUTION MODEL (GDM)

Gamma Distribution Model is used to predict the Weekly Rainfall (WRF)

probabilities (PBs) from the data series (DS) 1958 to 2005.
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4.2.2.2 METHOD II: ARTIFICIAL NEURAL NETWORK

Resuits of return period obtained by Fisher and Tipett Type-II distribution
for 20 stations are used for training purpose. With the help of this trained
networks weekly rainfall probabilities of other 20 stations are predicted and
compared with Gamma Distribution Model (GDM) probabilities (PBs) as Gamma
Distribution Model (GDM) is a standard method for computation of daily or
weekly rainfall probabilities.
43 DETAILS OF THE FIRST PROBLEM: RTPA
4.31 METHOD I: EXTREME VALUE DISTRIBUTION (EVD):
4.3.1.1 DATA

To predict the return period T, DS from 1901-1992 for daily rainfall is
used. From the data Highest One day Maximum Rainfall is noted in each year
and a Highest One day Maximum Rainfall (HOMRF) data series (DS) (Table 4.1)
is prepared to apply extreme value distribution. Natural Logarithm series of
these rainfalls is prepared.
Table 4.1 shows the names of the station for which analysis has to be done.

Mean of the one-day maximum rainfall (Xn) is showed in the Table 4.1.
These means are to be used to find out the value of parameter u in equation in
the section 4.3.1.2 (4.2), during the application of Extreme Value Distributions

namely Gumbel and Fisher and Tipett Type-II distributions.
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Relationship of Highest One day Maximum Rainfall (HOMRF) with
normal rainfall (Table 4.1) is shown in the Figure 4.3 and relation of normal
rainfall with percentage of coefficient of variation (CV%) of Highest One day
Maximum Rainfall (HOMREF) is plotted in the figure 4.4. Figure 4.3 shows the
increasing trend of Highest One day Maximum Rainfall (HOMRF) with normal
rainfall. As normal rainfall increases, Highest One day Maximum Rainfall
(HOMREF) increases. There is a linear trend found in the figure 4.4 with negative
slope. Therefore, as normal rainfall increases percentage of Coefficient of

variation (CV %) are decreases.
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"Relationship Between HOMRF and Normal
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4.3.1.2 DETAILS OF THE MODEL

Here, two DS are prepared one is Highest One day Maximum Rainfall

(HOMRF) and another is loge(HOMRE). To apply EVD value of the parameters,
Take

h

X

1283 °

and
u=Mean (x)— 045s,

(4.1)
— SZ
“ 1083
and
u,; =Mean(z) — 045s,
(4.2)

where , s, is the variance in the DS x of highest one day maximum rainfall.

a and u are found by the method of moments (4.1) (Han [57]) . With the help of
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Equation 4.2 ¢, and u; can be found by using z data series of log of highest one
day maximum rainfall. s, is the variance in the z data series.

Cumulative distribution functions (c.d.f) of Gumbel [53] and Fisher and

Tippett Type-II distributions are given by,

Po(X<x) = exp(—exp(-a (x—u)) (4.3)
and
pr(Z 2z) =exp(—exp(-ay (z ~u,))) , (44)
respectively.

After finding probabilities by both the distributions, return period (T and

Tr) for actual HOMRF found by the formulas

1
T, = ——— 4.5
C T 1-pe( -
1
Tp = —————
Tl pr(®) @0

Tc and Tr denotes the return period for Gumbel and Fisher Tipett Type-II

(F.T. Type-II) distributions, respectively.
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To

=y — (In (In
X =u— (In ( (TG~1

D) (47)

T,
xp =u;, - (In (In(=-£-))). (4.8)
T, ~1
Formulas (4.7) and (4.8) are used to find one day maximum rainfall Xc by
Gumbel distribution and Xz by E.T. Type-II distributions at given T. The values
of are T =5, 10, 15, 20, 25, 50 and 100 years.

After finding T, for both the distributions, Standard Errors (Han [57]) are

found by the formula
1Y ({17 +0.196 7, +1.099(r;, ) ) 49)
S.Eg. = ——] g G
o N
2
SE. .,..(l ) \/(1.17 +0.196 7, +1.099(1;. J* ) (410)
an N

where, ¥, =(In (In(

0 ))), ¥, =(n (in(

c—1

L )) and N is total
T, -1
number of observations.

Required programmes are developed in MATLAB.
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4.3.1.3 RESULTS AND DISCUSSION

Figure 4.5 is the map of the Gujarat showing 58 stations with their drawn
isohyets of the one day maximum rainfall. Isohyets are the line joining same
mean of one day maximum rainfall. This map includes 14 districts namely,
Surat, Bharuch, Panchmahal, Baroda, Sabarkantha, Ahmedabad, Kheda,
Banaskantha, Kachchh, Rajkot, Surendranagar, Jamnagar, Junagadh, and
Bhavnagar. Here lines near Mahudha and Thasara show very less Highest One
day Maximum Rainfall (HOMREF) that is 180mm in comparison to others. Surat
district has highest HOMRF of 360mm (Table 4.2). This covers the area
surrounding Surat, Mandvi and Bardoli. Longest isohyets is passing from
Banaskantha to Vagra via Kheda, Anand and near by area having Highest One
day Maximum Rainfall (HOMREF) of 260mm. On the record of DS of HOMRF
during 1901 to 1992, Dhangadhra and surrounding it has highest HOMRF of
400mm. Figure 4.5 shows the HOMRF of 230mm through out Junagadh -
Mahuva-Palitana- Bhavnagar- Dholka- Morbi, that is in Saurastra region.
Isohyets with 300mm HOMREF is passing through Baroda via Modasa- Zalod-
Godhara- Kalol- Bharuch and Ankleshwar.

These isohyets may change as Highest One day Maximum Rainfall
(HOMREF) changes.
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Return period Tg and Tr computed by the formulas 4.5 and 4.6 using values
of @ and u.Results are given in the Table 4.2.

Computed standard deviations (SD) from the data series used for Gumbel
distribution are high (Table 4.2). Therefore, predicted return periods for highest
one day maximum rainfall (HOMRF) by Gumbel distribution are very high.

While, applying Fisher and Tipett Type-II distribution Standard deviations
(SD) are decreased and that values are ranging from 0.4 to 1.2 mm (Table 4.2). Ts
varies between 3 and 122 years (Figure 4.7). It's three dimensional figure is shown
in Fig : 4.8. Here highest one-day maximum rainfall Highest One day Maximum
Rainfall (HOMRF) is scaled. This figure shows that Tr varies in proportion to
Highest One day Maximum Rainfall (HOMREF). Correlation coefficient of Tr with
Highest One day Maximum Rainfall (HOMREF) is 47.18 %

Inverse of T gives probability of getting highest one-day maximum rainfall
(HOMREF). These computed probabilities by Gumbel and Fisher and Tipett Type-II
distribution are depicted in the Figures 4.9 and 4.10. These figures show linear
relationships with negative slops, that is, as the rainfall increases probabilities are
decreasing.

Standard Error by Gumbel distribution (S.E.) ¢ and Standard Error by F.T.
Type-II distribution (S.E.)r are found by the formulas (4.9) and (4.10) and plotted in
the Figure 4.11 with subplot graphs. (S.E.) g ranges between 0 to 7mm and (S.E.)
Ranges between 0 to 0.2mm. Small value of the computed (S.E.) r shows that

predicted Tr by Fisher Tipett Type-II distribution are more accurate than Tc .
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HOMREF of 58 stations of Gujarat
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Plotting of S.E.During The Computation Of T By Gu.(0) And F.T(+)

Fig: 4.11
Predicted Highest One day Maximum Rainfall (HOMRF) for the selected
T by formulas (4.7) and (4.8) that are by Gumbel and Fisher and Tipett Type-II
distribution are given in the Table 4.3. Selected T =5 yrs, 10 yrs, 15 yrs, 20yrs, 25
yrs ,50yrs and 100 yrs. These HOMREF are plotted in the Figure 4.12 with number
of stations for the selected T. These figures show that as T increases HOMRF also

increases in both the distributions.
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4.3.1.4 CONCLUSION

From the above RTPA it is concluded that T obtained by Fisher and
Tipett Type -11 distribution is significant by computed Standard Error.

Fisher and Tipett Type-Il distribution is preferred for prediction of

return period T in place of Gumbel distribution.



Chapter 4 152

4.3.2 ARTIFICIAL NEURAL NETWORK (ANN)
4.3.21 DATA
We now apply ANN method to predict return periods. To train the

NN, input data series is highest one-day maximum rainfall (HOMRE) of first
20 stations out of 58 stations. Output data series is return period (Tr) by
Fisher and Tipett Type -II distribution of these 20 stations. From this trained
NN, return period T is predicted for next 20 stations and compared with Tr.
4.3.2.2 ANN IN DETAILS

Here, NN architecture is constructed by' three 1a3v7ers namely input,

|

layer hidden layer and output layer. Input and output layers have one node.
Number of nodes of the hidden layer (NH) depends on tl:le data size. Figure
4.13 shows the structure of this network. InputZIagrer has a single neuron of

HOMRF and output layer has a single neuron of return period Tr. Selected

ANN parameters are given in the Table 4.5.
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STRUCTURE OF NN :
Hidden layer
!nput Ia_yer Out put layer
with one mp_ut, with one output
One day maximum Return Period
Rainfall HOMRF Tf

Fig: 4.13
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4.3.2.3 RESULT AND DISCUSSION

Return period T obtained by artificial neural network is depicted in the
Figure 4.14. Predicted return period T by ANN, at some places, namely,
Modasa and Prantij stations of Sabarkantha etc. district have very high (210
yrs and 200 yrs) T. This is because of very highest one day maximum rainfall
(HOMREF) values that are 1026.2 mm, 781.6mm. Here found S.Es. during the
analysis are high in comparison to S.Es. of E.T. These S.Es. are showed in the

figure 4.15.

TABLE 4.5
DETAILS OF THE PARAMETER VALUES USED IN ANN TRAINING

Sr. | Number | Number | Learn | Momen | No. of Error

No. of of ing tum Neurons | Goal
. Epochs | rate
Station | ;. 4

1 | 21to40 | 80076 | 0001 | 03 147 0.0001
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Calculated Return Period During The Training By ANN(+)

Return Period (T) (yrs)
sJ

Return Period for One day Extreme Rainfall ByANN(*) and F. T(0)
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District Ahmedabad, Kheda, Anand, Deesa, Kachha, Rajkot.
Fig: 4.14
S.E.During the Predicted of Return Penod By ANNs(+)
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District Ahmedabad, Kheda, Anand, Deesa, Kachha, Rajkot.

Fig: 4.15
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4.3.2.4 CONCLUSION

Return period T obtained by ANN with supervised networks is
significant to return period obtained by Fisher and Tipett Type-II (T except
at Modasa Prantij , Dholaka and Sanand (Fig. 4.14 ; Station no. 21, 22, 25 and
26 ). Here, computed values of S.Es. are found less that is varying
from 0.2 to 2.2.
44 SECOND PROBLEM
4.4.1. METHOD I

GAMMA DISTRIBUTION MODEL (GDM)

44.1.1 DATA

Standard Weekly [(Table A-3.3) from 22nd to 42nd data series (DS) ]
rainfall (WRF) observed at Anand station from 1958 -2005 have been
averaged for the 48 years. These Weekly Mean Rainfall (WMREF) are shown in
the Table 4.6 and Figure 4.16. These standard weeks from 22nd(28th May-3rd
June) to 42nd(15th ~21st October) are period of monsoon. From 24%(11-17 June)
week monsoon advances and after 30t(23xd - 29th August) SW it’s starting to

decrease (Figure 4.16).
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Data is noted from the Agro-meteorological Observatory of the

department of Agricultural Meteorology, B A College of Agriculture, Anand

Agricultural University, Anand.

TABLE 4.6
MEAN (1958-2005) STANDARD WEEKLY RAINFALL DS
Sr. | Standard | Mean | Sr. | Standard | Mean

No!| Week | Rainfall | No| Week | Rainfall

No. (Inches) No. (Inches)
1 22 0.19 11 32 2.60
2 23 0.81 12 33 2.82
3 24 0.77 13 34 2.59
4 25 1.60 14 35 2.68
5 26 3.12 15 36 2.48
6 27 3.31 16 37 1.70
7 28 2.88 17 38 1.34
8 29 3.59 18 39 0.80
9 30 3.06 19 40 0.23
10 31 3.02 20 41 0.38
21 42 0.22
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Mean Of Standard Weekly Rainfall From 1958 to 2005

Weekly Ramfall(inches)

4412 METHOD I
GAMMA DISTRIBUTION MODEL (GDM) IN DETAILS
WMREF is always non-zero and positive in the summer monsoon
period. Therefore GDM is applicable as its cumulative distribution function is

given by

" '"A_*
50z T (4.11)
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where, scale (4) and shape (77) parameters obtained by WMRF data from
22nd - 42t SW, from the method of Maximum Likely Hood(Han [57]) .

Details are as under :

MRF =x (Mean o f one day maximum rainfall)
mx =mean(x),

mlnx=mean(l x);

y=I0,x—mlnx;
I+ 1+§Z)
7 = —————"—: shape parameter
4y

A= scale parameter
mx

Figure 4.17 and 4.18 are showing the relation of Scale and Shape
parameters, respectively, with Weekly Mean Rainfall (WMRF). Scale
parameter is showing decreasing trend while shape parameter shows

increasing trend.
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Probability (PB) of getting zero mm rainfall 'p' is computed by actual
occurred SW RF during the 48 years (1958-2005) of period. These probabilities
in percentages are shown in the Figure 4.19 for the standard week from 22nd
to 42nd . This figure shows the probability of getting zero rainfall is decreasing

as the monsoon advances. At the time of withdrawal of monsoon (36th to 42nd

SW) it starts increasing.

Showing Relation Between Scale Parameter and Mean Rf (DS 1958-2005)

0.035.-
o Scale Parameter
————— Trend line
003 -
10 20 30 40 50 60 70 80 90

Yearly Mean RF

Fig: 4.17
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Showing Relation Between Shape Parameter and Annual Weekly Mean Rf

Shape Parameter

Fig: 4.18

Probability (o)of getting zero mm rainfall

Probability (%)

Fig: 4.19
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To get the probabilities of getting x amount of RF, MATLAB function
namely ‘gammainc’ is used and these probabilities are modified by the

formula used by Kulshrestha et al. [94] . That is
Py (x)=p+(1-p)Py (%) (4.12)

Here probabilities (PBs) of getting zero RF are also taken in to account during

the computation of probabilities. P, (x) is the PB of getting x RF. These

probabilities are converted in to the percentages.
4.4.1.3 RESULT AND DISCUSSION

Probabilities of getting weekly Rainfall (WRF) for the amount of 0.17,
0.5”,1.27” and 15” are computed by Gamma distribution and depicted in the

Figures 4.20 to 4.23. These PB are compared with actual probabilities.

Figure 4.20 and 4.21 show the probabilities by Gamma Distribution
Model (GDM) of getting Weekly Rainfall (WRF) of 0.1” and 0.5 from standard
week (SW) of 22 to 42. As the monsoon advances probabilities are increased.
Theses probabilities are compared with actual probabilities computed from
48 years DS. Differences of actual and computed probabilities by Gamma
Distribution Model (GDM) are plotted in the same figure as subplot. These
figure shows the highest difference is found 12% in the standard week (SW)

of 33. Rests of the differences are less than 7%.
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Computed probabilities for Weekly Rainfall of 1.27” and 15" are
plotted in the Figures 4.21 and 4.22. Their differences with actual probabilities
are plotted in the same figures as subplots. These differences are less than 1
%. In the case of WRF of 15”, computed probabilities are nearly almost zero at
everywhere but actual probabilities at 15” have more than zero that are 2% in
the SW of 23+, 27th and 31st. This happening due to heavy rainfall in the year

of 2005 and 2006.

Computed probabilities are tested with student t-test for two tails and

found significant with actual probabilities.

Figure 4.24 shows the predicted weekly Rainfall (WRF) from standard
week of 22nd to 42nd at different probabilities (PBs) level. These levels are 10%
to 100 % with the increment of 10. As the probabilities (PBs) are increases
WREF are decreasing. In the month of August in each case WRF are increasing.
For the 100% PB, weekly Rainfall (WRF) is non-zero but it is a very small

amount.



Chapter 4 164

Comparision Between Actual(o 48 yrs) and GDM (*)Weekly PBs at D. 1" RF

Probability (%)

Difference of PBs(%)

Fig: 4.20
Compansion Between Actual(o 48 yrs) and GDM (*)Weekly PBs at 0 5" RF

Probability (%)

Difference of PBs (%)

Fig: 4.21
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Compansion Between Actual(o 48 yrs) and GDM (*)Weekly PBs at 1.27 RF

S
2
E
[5+3
o)
e
[a
1 == ] ] ] ] ] ] ] ]
22 24 26 28 30 32 34 36 38 40 42
Difference of Actual and GDM PBs at 1.27"RF
S
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Fig: 4.22
Compansion Between Actual(o 48 yrs) and GDM (*)Weekly PBs at 15" RF
15
+ GDMPBs
= 2 ActualPBs
X
z 15
R
o
& 05
0s- N N o4 0 o 0 B o) N k) A

22 24 26 28 30 32 34 36 38 40 42
Difference of Actual and GDM PBs at 15" RF

Difference of PBs(%)
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Plotting of Estimated Rf at Different Probability Level

Rainfall (Inches)

Number of S Week

Fig: 4.24
442 ARTIFICIAL NEURAL NETWORK APPROACH

ANN is used with Back Propagation algorithm. Here NN is trained
with the probabilities (PBs) (%) of WRF of 0.1" and 0.2" obtained by GDM.
The NN consists of three layers. Those are Input layer, hidden layer and
output layer. Input layer and output layer has one neuron. Here input is WRF
and output is probabilities (PBs) for the Standard Week (SW) of 22nd to 42nd.
Table 4.7 shows the used parameters to train the NN. Number of hidden

neurons are 140 with momentum 0.5 and the error goal taken is 10'22
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Probabilities (PBs) are obtained for the rest of the amount 2", 3" 5" 7"
10" and 15" of WRF and compared with probabilities (PBs) obtained by

Gamma Distribution Model (GDM).

All the related programmes are developed in MATLAB.

STRUCTURE OF ANN

with one input, with one output
Weekly RF Probability

Fig: 4.25
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TABLE 4.5
DETAILS OF THE PARAMETER VALUES USED IN ANN TRAINING
Sr. | WRF Number | Learn | Momen | No.of | Error | RMSE | PAE(%)
No. | {Inches) | of ing tum neurons | goal | Related | Related
epochs | rate By By
used GDM | GDM
1 0.5 14772 0001 | 05 140 102 | 4035 8.57
2 1.0 14772 0.001 | 05 140 102 | 282 8.56

4.6.1 RESULT AND DISCUSSION

Computed probabilities for the Weekly Rainfall of 0.5” and 1.0” are

shown in the Figure 4.23. These computed probabilities by ANN is compared

with GDM and found significant by student t test. Figure 4.26 shows the

computed probabilities by ANN and its comparison with obtained

probabilities by Gamma Distribution Model.

Probabilities (PBs) of getting Weekly Rainfall of 27, 3” 5” 7” 10” and

15” are predicted by ANN and are found significant to probabilities by GDM.

These probabilities are shown in the Figure 4.27 to 4.29.

Root Mean Square Error (RMSE) and Percentage of average error

(PAE) during the use of ANN are found less than 10% (Table: 4.5).
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GDM(*) and Predicted Weekly Rainfall Probability By ANN for the RF 0.5" and 1.0"

Weekly Rainfall(inches)
as

10 15 20 25
Number of Week : 22to 42

Fig: 4.26
GDM(*) and Predicted Probability By ANN For Weekly RF 2.0“ and 3,0
25
+ GDMpb at 2"
+ GDMpb at 3"
——- Prd ANN pb at 2"
20 —— Prd ANN pb at 3"
@
£
2
=
£
[¢]
[vd
=
X
3
=
0 5 10 15 20 25

Number of Week : 22to 42

Fig: 4.27
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Probability

Fig: 4.28

Probability

Fig: 4.29
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4.4.2.3 CONCLUSION

Computation of the probabilities (PBs) by ANN is significant to PBs
found by GDM. GDM PBs is significant to the actual probabilities (PBs).
Therefore, probabilities (PBs) by ANN are also significant to actual

probabilities (PBs).

45  CONCLUSION FOR USED TWO METHODS.
The Gamma Distribution Model and Artificial Neural Network Model
used to predict the probabilities of getting certain fixed amount of weekly

rainfall are found significant to actual probabilites.



