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CHAPTER. - II

The proof of the main theorem for definite forms :

12. The main theorem of Siegel for definite or indefinite 

forms consists of two parts one of which is the arithmetical 

part. The arithmetical part is a generalization of Gauss’s 

theorem on the representation of a positive integer as a sum 

of three sequares. Eisenstein generalized it to the number of 

representations of a positive integer by means of a certain 
quadratic form V" when t and nT are taken from the rational 

number field and when they are mutually coprime'. These formulae 
were generalized by Siegel for an arbitrary symmetric matrix ~b 

representable by the symmetric matrix Y* In this Chapter 

Siegel's results for definite forms are mentioned. The results 

for the indefinite forms are given in detail in the next Chapter. 

Here we have a short account of the
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Methods of Siegel;

She different steps in the proofs as Siegel gave them are 
(1*) The convergence of the product ^3 taken

over all the prime polynomials £ such that the product of the 

sequence at any stage is divisible by almost all polynomials of 

lower degree.

The Generalization of the formula of Gauss and Bisenstein 

and
{£) The induction part of the proof of the main theorem which 

is our identity, (1*) is proved on the same lines as Siegel using 

the Gaussian sums for function fields defined by Carlitz^an 

account of (2} shall be given and the different steps in deriving 

the formula, Hasse - Witt theorems and the theorems on the genera 

are used in deriving this formula. Particular cases of the 

formulae, as already mentioned, were derived by Gauss and 

Eisenstein for the rational number field.

In proving (1*) and (2&) for function fields the 

discreteness of the valuation is made use of. Especially wherever 

connectedness or arcwise connectedness is used in Siegel's proofs 

one has to make use of the discreteness of the valuation to get 

the results for function fields. This is noticed at a first 
instance in Lemma 9*. Later on when the analytical part of the 

proof has to be given again these methods are required. It is 

desirable, therefore, to summarize here the different steps of 

the analytical part of the proof as it is understood and 

interpreted to facilitate this work. Part of it is already found 

in the introduction.
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Chapter II can he taken, as far as these results are 

concernedj to he a particular case of Chapter III. So we proced 

to establish the identity and our

A (W
a . cm;

THEOREM

' f tV ^ ^ (M;

where the product on the right hand side runs over all the 

polynomials £ such that the product at every state is divisible 

by almost all polynomials of lower degree.

Lemmas from Siegel which can be directly generalized 
are Lemmas 1 to 7 Siegel k'v* (i f53s hJ

Given an integral representation of % by iT , say 

it is possible to find a general parameter solution. This is given 

by the following lemma which needs minor modifications from 
Siegel [5] pp 534

Lemma 1 j If Ce(^£re ~ ^ be a representation in 

ft k, or Kn then any other representationJ T /*.
in 'K f or K^ for which \£0 f £ - *7) exists

and- 3rt is given, ( with the help of an alternating matrix

'/*L respectively and a(ft ~ from /< , or K
matrix l, ^ from the same field ) in the form,

-**1
If conversely bi.

(*J Jboyt 5*36 &ijjtAL*J
is an alternating matrix from

K^j Kj and
which (Jlf - 2> V

£
an arbitrary matrix from the same field for 

exists then C is a solution of
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This lemma is used to give the dimension of the manifold 
defined by the equation V £ . The proof of the lemma

is given here in detail. It is the same as that given by Siegel 
except that we do not have the connectedness here to be made use 
of; on the other hand it Is made clear that all thatds needed 
Is only the continuity, in the metric defined by the valuation
in 'b of A, - B'**. ,a 

8

as a function of )< 0 where B is a column matrix j Ms a row 
matrix and is a symmetric matrix of order greater than one,

Lemma 2 : Let if and 7 both lie on Kj K j ™ ^’fx.
Por a the equation & ~ I (4) defines an

irreducible manifold of dimension nm -n(n+1) = v. por n=m
by the adjunction of to the corresponding field, is
obtained, on which there exist exactly two different algebraic 
manifolds of demension ^ on one of which / * I -f and on 

the other j % ( * - f if - I is a quadratic residue modulo f=>
these two manifolds can be identified.
Proof: For m = n = 1 the assertion is trivial. Let m > 1.
If the equation St* ^ has no solution in K or

we adjoin j3 • Over the extended field we get two algebraic 
manifolds of dimension *0 • Assume n = 1 so that £ is a 

row matrix x and if X = X t> is a solution any other solution 
is given by

x . tBs
e'f&

where B* is also a row matrix.

If B is replaced by A b by the homogeneity of the 

equation we have the same relations. That is, instead of all
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elements in the eolomn B? m~1 ratios of the different elements 
of X fix X uniquely in terms of ^ .If %J "f f

when the valuation in |i is chosen as a metric we haveI*-'
sufficiently many solutions of the equation (4) for a continuous 
passage from & 7Lt , to be possible by means of the equation

- &' **» .3 
b't 3

If choose a row matrix such that
’x/'zf so that we can determine and

then X , in terms of . This gives once again a continuous
passage from as described above. Assume that ?
has the > | \ .If then the

equation can be decomposed into three equations
* **

I

. by induction 
defines an algebraic manifold ofassumption

m(n-1)-n(n-1) dimensions and the general solution can be 
2

expressed in the neighbourhood of ^c as a rational function

of -v), parametargs . Because ~ j ^ is of rank

n«1. The general solution > ■* e>

where

gives x - ^ T

^ r ^ (m , m~n+1) of rank m - n + 1 and 7" is an 
arbitrary column of m - n + 1 elements. If IfL is such that

-(sc] J then ?F( can be written

(xo

If then - C7' Vi) y and ^ ^

is a choice of

y
£V\D ,^

c0»» -<H ILI

Then



where W}. is nonsingular and has an inversej and because

■ C: ^W

the matrix ^'C 4^ s *3^ ' is of nonzero determinant.

The equation l1 r4H T ~ 4 goes into the equation 

Xf?f a -•( by means of X r C is in "K <ry as

required) then ^ is an irreducible manifold of -* m ->v

dimensions. This finishes the induction. In case m=n by 

successively reducing the equation in the last sta&e two 

irreducible manifolds are obtained corresponding to the sign of f

14. The Calculation of the ~adic densities.

For the solution of the equation the

calculation of the ^ ~adic, densities is carried out next using 

Gaussian sums for the rational function field introduced by

13 •

The j- -adic densities play an important role in the 

theory as it is already known to the reader.

Carlitz jj

The number of solutions of Zl,fX ^ Tf (mod J* )

is ^ (^^3 011 d ls deno‘fce<* by Aj •* bJjif £ has the greatest divisor (? Aj - % fa?)

is the number of primitive representations modulo j- . This 
number depends precisely on the classes of liT and in

The SCr$e-rCes t ^ S<fju<Xvcs oj

Iu>$~ -//*■£>• ^je^hoA
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Lemma 3 t Let ^ be a prime polynomial which does not divide 
J>f | * 5-iien 811 the representations of ^ by T are

primitive. If S and t denote the Legendre symbols

(CO*11 1+1 /fJ) and r C-JJ ^ | *1 n
» •

and if degree of j* = V* then

f ^ Aj PS)

J

■ u- ^t>

T\
k

r a * h\ 1
\ H t /» -5T V

1 jt xk - ^: i-

(<-f J
n y 2-4 - ov -1 'N j neM-*'v

k^[ 0 _j> y

firl

nr ** c l'j> ^ v
& ■=. i fnoddi a,

)

For calculation of A-f one can assume that the i**

is a diagonal matrix the diagonal elements of which are
—- --------- • Let ^represent the first column of .

That is ^ ^ a ( mod^- ). Let A be any other solution

which is a solution of this congruence. Because A is primitive A 

can be completed by a complement to a unimodular matrix
(Jt It) =. In,

can be so chosen that
(JH,} * i G

t. )
j- )



: 47 s

If there exists an ^ £T with X r ^ (modulo^

then ZT can be completed by a complement 'tMj to a unimodular
matrix (C 'Otj) z -M.Xv C itself has the form
with integral . Because C/lfC/ is

■A
congruent to a diagonal matrix formed by Aao ~~ /
To a given A we have an btf and an ^p and the solutions now

depend on the number of solutions of
£, E (Vo-atj1 J

)

Therefore kj ^ & j-ftu ^here A
satisfies ^» (mod

Ifn=1 ^ -J

When u is a primitive root of unity p>r times the

number of solutions of A is the same as
X w h ~ *J 2.1,
</4 ftvoAf v p •***•

where and the elements of A run through all the integers
modulo^ and ■/“ is the degree of . There the analogy of the 

Gaussian sums in function fields and the properties of the Gaussian 
sums are used (Carlitz |_11 J )

w ■=• & where P is a
Cf/£)

polynomials prime to » Then

^ $ 9 "= f <A Q. C<5 7X ZSL J ts]
fri) -1 \3U 1

where
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denotes the Legendre symbol. To calculate the number of
A we take r to be the diagonal matrix with diagonal elements

( /6tj — — — - the product of which is j'S j » By

the product formula of Gaussian sums
* A - r*\

* &

A runs through all the resides modulo jf- except o
cm1

A l
us

The evaluation of the Gaussian sums proceeds on the same 

principle as for the number field. Mien m. is even the sum 
occuring on_-the right is - 1 and ( " ^./ ^ ) G when m is

is odd. The special case m~1, j if ] gives

and the number of A required = 'J £ rf*~ />'ev€^

- <f>r tm~0 £ l4Cf>T ‘-JT J) ^6<Ldi

lcf jt^S ZZjZtijZS J Zitf-dlsJ

where §T and

tD^hrn
are the Legendre symbols

rv»—/

u 5
Let now n> | and the assertion be true for n*=1 instead of n.

I’fll'h.l* = i, Kl
Therefore
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Further the number of A from what has been derived above is

r v
.Y'tys 

SL- /n-eiH.iO'

| V“ 'O / sm L
P ( H £■ ^ r C-LLV ^ H\<yA.<L.t~jy\

2— J
J -r'y C"‘°J

equal to
<D ^C"-o f i-c/-

Afc-JL
v*- M i —• 2- V U

M ev-CK , n e-o-O'-v,

m even, n even
(2) ifCn'~’Yl-r/>"&!- ) t "if 

' $ =-1
£ |- ^ Jj

( 3) jV
m even, n odd 
(V^iXT

m odd, n odd

(4)-^^-0 ^ -j

K,a» I faodd. at-tK^v -
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That is

tn-oeUf i ne*(c{

. uNi r.t-tr* - m - V. m odd, n evenk* i ^

To prove the convergence of the product of the J--adic 
densities ^ (:fifty it is enough to take all the ^ “prime 
to lTjT | /’f'l . The explicit evaluation of °Lf-
when j- divides )~fj |if| is done for some special cases at 

the end of the section. This is necessary in the course of the 
main theorem when the order of 2^ is two and that of •f- is one 

or two especially for the estimation of the constant f[i~J

Further, for the different powers of J.
of f\jo. iS §iven *n the next three lemmas.

Proofs are as given in Siegel [?J • th**2- ■

tne nature
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Lemma 4 : Let £ ' 
let <K ?zl and 

Then the number5

be
tv* { 

■

y-i

the highest power of f || divjrdlngi ^ Jj and .
^ % ’l? /-c-C »'

/<5) . ^ cS1 //

t a.fivi 0 -rnrU .
If! Li J A^C*vO

A £m 9 nJ
and

are
8^ (?;*)

independent of Q, . 16 SsCetj^L Jj>J joe^e ^4^

4 fLemma 5 ; Let | be the highest power of the polynomial J-
oecuring in 1*4} and let <*■? 2. Jr .To each integral solution C,

of ^t| £ 4 (mod -f ^ ) there exists in ^ «. solution of

tT £ •- 'Zf. with t=.t

Lemma 6 : Let Qj and

let f.■J* be in .2.^

V Cf.-O
If £'

L~i i c ( is

and c 'VC.X- iL a

'& - A}I (mod ^ ^ )
L-efhma.’ I*i

y be two coprime polynomials and

($ Ay(7r(?J)
(/,?) By

K.

a representation in & then
there exists in R

C,
Vv

in and R z. C?. ^ mod v £~ih 2?>
li^ffJZ - L&tfrrfto. ^ / &~4 H

This is an immediate consequence of the Chinese Remainder

a C with £ r £y (mod

and

theorem.

Let % - ^ be in 2 and let the determinant
1/ * ^ =■ b with

Lemma 7 j

|?| be a polynomial dividing ^ 

integral 7^ |7j j and /'ll5 .Then ^ (f,1, ZS)J : Diftjl)

Lety+K* h S&jdtSJ [>’**<
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Units;
The number of integral solutions of the equation ^ ^

is denoted by • The solutions are called the units of iT
when f l i f * Kie number of ^(iQ such that ~ ^

(mod j. ) is denoted by Efft) £03f a Polynomial j- . If ^ 

and T are two coprime polynomials

by[f) ’AyCt) L(i)Also

and 1i
If is the highest power of £ dividing {"fj

is Independent of a and has in the case

£, - p-^) ~ J ,. k- ■£ I f}

X
the value

-p
i- £&> 2-L j cj ~ f then the number j-f I

L «-o

h"«

'■A'O

.e*>\n\a. If Zc^J-lsJ

+

according as m is odd or even. In Chapter I three lemmas,proved 

by Siegel j were stated on the genera of quadratic forms. There is 
one more lemma on the convergence of the product of the J. ~adic

through all the polynomials, so arranged 

that the product of these polynomials at each stage is divisible 

by almost all polynomials of lower degree.

densities when the f run

Lemma 9 ; Let m=2 and -j'fj be a square, m=n+2 and 
_|-f| |~$f a square. The product of all the oC^ (tfj'f) over

the sequence of mentioned as above converges and its value 

is zero only if one factor is zero.
Proof is the same as given in Siegel jdj . Let*r*c\ h ^ *
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The next section is on the arithmetical part of the main 

theorem of Siegel, Here no new ideas, other than those given by 

Siegel, are Introduced, Subsequently in the analytical part of the 

proof methods, essentially characteristic of the field of rational 

functions, are introduced for certain quantitative estimates, A 

rather brief summary is given of the arithmetical part of the proof.

PAST - II

The

main.■theorem.for definite

15. The arithmetical part consists of two formulae which are

used directly in the analytical part,The second formula which

is to he used here will be used in the analytical part in a

limiting form. The procedure to the limit is possible only with

the help of lemma 17, It is a sort of comparison of formulae (1)
A

and (2) given belox/with a method of induction true to this 

theory that gives the final identity which is the main theorem 

of Siegel. More details of this are given in the analytical part. 

These can be derived as particular cases of the results in 

Chapter III.

The first formula has a particular case done by Gauss and 
Eisenstein andJSfegel called it the generalized formula of Gauss 

and Eisenstein in the small. Here iTand are of orders m and n.

hf Si1 6f tkis tk &sis
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1. Generalized formula of Gauss and %sentstein )

6-M ■ £ AfJ.fJ »Ci)
'rtj [ii

£ X, ^ f+y667
' S)

and 7 are in ttf y^T means that and 'f are in the same germs and

runs through all the distinct genus representants of 
definite ^ (m«n). p j /^) is the number of reduced ^ 

such that / ^ ^ ^

(j'
is in the same genus as *f , ^ and ^ are to he defined.

The second formula is the relation (1) for quantities 
modulo £ . It is [*J f>ss1 $7

<*>

,/EK^ »

where ( A ) stuns through all the class representants modulo
^ y iS number re^uce^ ■f,°r 'wil“Cih

? *7 W. £^*0;hr*Hy hr'^y^'-y '
is equivalent to lT modulo f ’ £ is aSSlMe^
to he a multiple of (JlT| ^ in order to identify

snd wihh one to one correspondence
between the class representants ( ^ ) and the genus 

representants
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Instead of the full proofs of the formula as done by- 

Siegel a brief summary is given referring to the single steps 
in Siegel*s paper [5J f ef^tTbus f 46,47,48 ^ W ■

In order to derive the formula (1) initially two other 

formulae are derived, namely,

8> (jjj) - s. ^ (iJ ■—(Jj

' Lp £C0 ,
the number of primitive solutions of 7

in K: and of tiie primitive

representations belong to the same class ( £>• b is of 

determinant If I M'*"' ' . So a first step is to explain

the meaning of this last statement. After this is accomplished

the next formula is

Hi) csj
£(f) Z&J

The definition of i'*] and the reduced 4j and give

almost the complete statement as well as the proof of the formulae. 

The proof is really complete only after some of the summations are 

justified xdlth the help of the Hasse - Witt theorem and Lemmas 
20,21 and 24 Siegel |j5 J . Lemma 24 is needed for the formula in 

the small. In choosing jL to be a multiple of (JlT/ fT-}^) in 

the latter formula one can see a sufficiently large degree has to 

be chosen for the polynomials. The composite nature of J^-needs the 

lemma repeatedly in the proofs. Siegel ^SFj pp - re |
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PART - III

The analytical part'of the proof of the

main theorem of Si®eel for definite forms

16. The analytical part of the proof of the main theorem of 

Siegel consists of (1) a complete geometric interpretation of 

A, (ijty and (2) the induction part of the proof of the main 

theorem.

In function fields for this purpose one has to fall back 

on the thesis of Artin. Artin*s results on quadratic function 

fields can be interpreted as those for binary quadratic forms by 

making use of the correspondence between ideal theory and quadratic 

forms. By a method of induction on binary quadratic forms it is 

evaluated for the more general if and . The principle is in 
Siegel but this part differs considerably from Siegel's work on the 

rational number field.

In the rational number field to calculate A« 
which he calls the density of representation, Siegel represented

in the mm dimensional lull dean space and ¥ in the n(n+1)
2

dimensional Euclidean space. If f is taken as one of a set of 

points ^ , a domain containing ^ j % traces the domain AD
and

Ac fMJ) ^ /&#* vr )
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The details can be found in Siegel

has been proved equal to one by means of deep analytical 

methods due to Siegel and it can be proved to be constant

even in the case of function fields* This is found in a later 

paragraph at the end of Chapter III.

17« (ijl) for the various orders of iT and

starting from m = 2, n = 2. in function fields.

As far as the arithmetic is concerned it appears as 

if this part is different ( not radically) from the corresponding 

analogue in the case of the rational number field. For instance 

Dirichlet1 s class number formula was derived as a special case 

in the rational number field after Siegel gave the complete proof 

Off the identity? whereas in function fields certain quantitative 

estimates are possible only by applying Dirichlet*s formula 

generalized by Artin. Ultimately, after the complete proof is 

given the formula can be given a new interpretation in the 

language of quadratic forms though it is not possible before 

one completes Siegel's theory for function fields. The original 

derivation was due to the arithmetic of quadratic extensions of K.

Let D be a square free polynomial^ be the
quadratic extension obtained by adjoining vTTto k.

The analogue of the class number formula of Dirichlet for

function fields reads

k: ft J Cfjjw)
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where 4 is the number of ideals of a^d run§ through

primary \j^ and prime polynomials« C - i ^ I in case

degree of J> is even and D - £ , a primitive element of

the nonzero elements of the prime field 4 •

A - if degree of D is odd.

If oL) is any integral basis of the field
and X, y are integral elements from any ideal [o<x ty3yj 

are elements of the ideal and Jot'* i f»'yj are the 

set of conjugates. The number of inequivalent integral (X/y ) 

such that |x2 -$yzj ~ |£| is the same as that of the number 

of inequivalent integral Ideals with norm in value equal to that 

of j! at 11^ . That is, the number of inequivalent integral

( X/N ) such that

h*iIsy| i*1*^p.'yl -1°
is the same as the number of integral ideals with norm in the 

value with respect to ljz •

Z (S), the zeta function of
rt-l

(_4 -tT) V| -j»'

a~-v 

* A

Z-
/'*

K-

[4 §>cr? 4^7

cTo 
---------- .r

i* l=

f L-* - 4<s;

nO4- X
i); ft - i

ja 13 cr* J

/a

-— 4 F
%j - n-)

/* i?
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with N frt| --f ;

Z (/*) = ^ J
/<M <*| *

Therefore, for ^^ A-( ( using the reciprocity law )
<To -~*j v?/™

&0»vj) = ',a~i

n-t
aS‘
fA

•v? -n-t I

S.
6 h*

At ifc obtained by talcing the residue of the zeta function at 

s=1 in two ways jj0 . Because there are polynomials of degree

times W ( where ^ z (j3*' ** J° ~l according as 2)-^

or not ) is the value corresponding to A o (jf 
It is the average ^ A C in a neighbourhood of

in the valuation with respect to « These are also neighbour­

hoods in the valuation with respect to . It is to be noticed

that as the valuation with respect to *- tends to zero, valuation
with respect to ljK tends to &o and these still strafr satisfy

the axioms for neighbourhoods. Also the integers are taken now in 

the sense of Artin |j5“J . Define - £ A \c jJjj^snd. take

all the elements ( when n - 1 ) such that ^ ~ f 1* ~ f ~ ^
for N and M sufficiently large

4 poto /
/ number of r;
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as N -—* <-» is the value of . Mien n ? 1
the inequalities are taken for each of the elements of 
with the corresponding elements of , With the above fact 
that the neighbourhoods are taken when the distance matric 
taken with the respect to *jx. tends to the above difinition 
of k <, ft is justified for function fields. That is we have 

actually taken the 'number*of real representations in the 
neighbourhood of % .

After this last most assentiaL digression one can go back 
to the chieulations. Consider the principal binary quadratic 
forms and take the representations, of polynomials of degree less 
than that of degree of D = If I by such binary forms j then the 

above average is calculated in the following fashion. Let be
the polynomial of degree less than that of degree of D .
Keep in view the equation

2-ca)

-*2. P
n-»

I *t j9 O~o tO~,• t ■ipc-'r ta~X
4 ~~

r
* Is

v -Icr"’< *
■? -r* -( n~\

Consider the polynomials | such that
for N and M sufficiently large. If one takes the average over 
such polynomials of and takes the limit as I
the limit is •

<*=>and takes the limit as N
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For example if is of degree two the average is
j joor, -jcrx -t __ k (t* N t ------t

+--- .4 foti
times 40r

and the limit of the above av&rage is and for each genus
it is I. Here one should make a note of the fact that one 

considers the average over the polynomials of the same leading 
(highest degree) coefficient and degree. It is due to this reason 

that the limit is taken as the neighbourhood shrinks to the point 
represented by ^ . This can be given an algebraic interpretation, 

For if such a polynomial J- is taken as
& t> .Q, Z. -I ----------4 a*** + - — +afsiz'

and ^ is represented for sufficiently large N and M by

one gets a set of equations which are relations between the. 
elements of 4. • For arbitrary D it is not true that these are 

Independent relations; for degree of D can hie be taken sufficiently 

large and there cannot be more than a certain number of independent 
relations between the finite number j, of elements of k. » such a

number being bounded. Therefore, whatever be (k,Q,----—- g
the probability is that as N and M tend to infinity one has the 
same limit for given m and n. Therefore is the A* for

a certain represented by and is independent
of J- * So % is the for all 2^* of order two and %•

of order one where i~ and are integral.

.N '*aMxH

So far the calculations have been don® only for principal 
forms. For any arbitrary form Ak2* -t 1 C y*~ , if j- is
representable by A*3" 1 -t C y2" ; 4- j- is representable
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X2, - J>Y2- if Af is representable by ~Dy2

£ is representable by A*x * ~i Cy2, rationally# Because

we consider all the representations / yj in k'/*-
in order to calculate *.(*»*) it is enough to consider 

the representations of by X2, '.D'jfrationally (Chapter I, 

paragraph ).

18. For more general n, % is represented as a point in

the n(n-KQ dimensional space over the completion of K at %
2 , /Consider the equation k if jL = % . For points in the neigh­

bourhood, of % , denoted by ^ $ H is one of a set of 

points 15 * • Instead of taking all the points in the neighbourhood 

of ^ one takes % with elements which are polynomials ^ 

satisfying the condition

It is assumed that the which has been defined above is

calculated upto m,1 and it is evaluated for m+1,1. Suppose C is 

the value upto m and 1• That is If a quadratic form is considered 

to represent the polynomial the average is G. Consider a form 

of the type,
A,*,2" * - ---- i Ams£r» "t A fK-ti ^m, +1

There is no loss of generality in assuming the forms to be diagonal. 

This fact will be explained soon* Consider a polynomial of degree D* 
The average Ac 1UJ^) in this case is

because the number of values of Xm+1 is once we fix

the leading coefficients. If v-f is odd it is estimated for 
a polynomial of degree Sf* sufficiently large such thrat
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^ ■f'Q **V' t®

2- '

C fa nm ij t U
cfi ^
' Jb* -t ’

if is even, F is odd.'

c fu. /.Ci^-pr1(_ at Si -o for m + 1, 1 is

S>-T*
JLThe average in the limit is therefore C j3

because over a large number *N* of polynomials the
arithmetic mean ^-i** — — *0^ is equal to the

-____- ^ "

geometric mean *?<;-• CN iCc ^>®ing the averages the ratio 

between any two elements of the set being bounded • In analogy 

with number fields take
*/* to-n-lC- ll II

C^rvmifjl a °Sm< "f3 [l b K a- AJski* p -V -v'J'Ai f-1 ~

= o(
//^VV"// ft ii -n-)

and i . The result is true for m-2,n=1 as

derived from Artin's formulae in the previous paragraph.

A* fjffor given T and arbitrary order of ¥ is

as follows



: 64 :

19. A, c t A ) for given ~T~ and arbitrary order of ^

As a first step the value of G is assumed for m,1 and 

it is evaluated for m,2. Consider the equations,
“ tA*** - ~(0

k 'i ,x -t —-
---------

1i

If the average for (1) is C-j and that for (2) is C2 \*ith the
........■■—------ -

conditions (3) out of the
possible values of At*-t Vt only one is relevant.

If fjJiffjZf is not m in{::eges‘ is be noticed that as 

before in the limit
C,j^< C3j>r*

Ao CtAj

&

{NIH>r

£

s<

JlMW f 

C, Cl t 

Hh M r

,5 a, +1

depending on the nature of and the degrees

of §‘jU This is easily calculated to be
fn - A-l

<^r* i°(r*i |tf| l* lj!§ i_

That is fn j[ ~ fa i tj\)

X -x-
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These evaluations would be clearer when one notices in 

Ghapter III, a more general method is given suitable for definite 

and indefinite forms.

20 6 The induction _p.art_of the proof of the theorem for

Assume the theorem true for all values of a - a upto 

a certain^ it is proved true for m 7 n , m - m

AM * _
~ ' ln(f)

HCO
s '/e (?<•)

s,/e^

with the notation for as in Part II, Jf) = if

m and n are replaced by m=>n

-'/tt(NJ£)

Ll?iy
_ OW- M I

Stv-ftH I

= e( m - n.

Because the theorem Is true for m-n

* For the definite case can take only the value 2 but the

same method of proof with suitable modifications in true even for
ncrt

the indefinite forms. Any way fhe procedure is ^repeated in Chapter 

III separately. Be ^ can be taken to be 2 here.
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_J,__ __ * = &m-n °^Hn~n J' /^Tf [’77
MfMfy) <-

^ a-, EjJL!l£L-r

if I—— 2«(f) |jp'T15Tm '*%-
where J1 is a polynomial such that |£ | ^^in such a way 

that all polynomials of values less than J divide J

Also M [dl^J .Mft)

The value of M ( A ) given by (A) is substituted in the 

formulae of Gauss and Eisenstein in the large, that is in

(B) x_ 6(V0-^ f F^.t) m$)

k-.i Tf^j LiJ
and one makes use of the formula in the small to get

z. & (VO =

k

m-h-/ , m-H-lllfll^r' II m -c

£ ev
/Lin* 

11“

to CO Ifp

Akn*jbo

&jjV)

£i (0

Define by
^ v . I'/hco * ll**1 *■ XCry\ y w

1*1—

- £%,„ «n.-a > £" * 1mm

€%x = €a-f '
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multiply both sides of B by
HCO

L I £ ,
m -n-lH*irnuim^' fpo

f/V- h °im-n ^ mn. <fcmx<s Jxn* Q.
«><®» T , -

ui- m----------0^0

One can substitute A and kj ftjty for

and because they vary proportionately and the

equation takes the form

1M - ^ a tpj)
k'M III-*"

/t'nUo J* (0

|„mn - llStl*)

Hi X-
The nature of f ^^ is considered at the end of Chapter III.
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21• The details of the induction pari of, theproof of .the 

Malm theorem in function fields with special reference

It has been remarked already that in the last 
paragraph the discussions were restricted tod diagonal forms.
The reason why it is enough to consider the diagonal form is 
max O&Ljj ^ occurs in the diagonal of (m+1) when an equivalent 

reduced form is taken and Am+1 can be taken to be that element. 
On the right side of the equation £fTf3t once the

diagonal elements are taken into account the choice of the 
nondigaonal elements is restricted. By the choice of the 
equivalent reduced % we are taking the maximum number of 
possibilities of the lb and of the choices of lb which give 
the required diagonal elements only some are relevant for the 
nondiagonal elements* In fact9 of all the possible choices only 
one is relevant in the nondiagonal places.

Form = n » 1 the equation considered is ^~ ~ t~!
are the two solutions • A (ifjfJ - 2. ^ he ftis defined 
equal t© 3-j ^jj . For sufficiently large values of j-'j

/('hecij'J &ives K<t- 1 (m*d which has
solutions. ^(J!) is the number of prime divisors

of j and
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Rest of the induction is just the same as in Siegel ;
special reference is made to binary forms here.

In order to calculate , the identity of Siegel is 
compared with the class number formula of Art in. It reads

if degree of D is odd and it is 
in case degree of D is even. If* in

s '/eft.0 /

IN . IDI
?S "» \ — "■*»

P
equal to - ^ /M, 

the formula

Y~ and *-} are symmetric binary matrices with the same 

determinant

- o*!, j-fr'pri ^ ^ (Tfjf}

that is »

£W0
~r nz u> f (tf)
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with a simple calculation of the (Vj Jf) for ^

dividing f&jand for jl not dividing /if j - £

separately. The number of genera of T where j =J)
is ^ A or according as D is divisible by a

prime polynomial of odd degree or not.

Case 1 - Humber of genera is j c- m

£_f^0 rAofY^J j»(fj 6*a. /D) a*
’k

11 jL = fft) t», ID I iA

l*e j>-i r A |Dli

why Uv'D*

(Jr$ =- f3faffO
(p-o1-

ftO = (j’-U'3

(T*

A/ Is the number of classes in a gene raj so for

class number formula is used.

Case 2 : Number of genera is £ -.JL_
|

fw -ci^dTxl^l L -1

ltiy

Artin’s
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A ~|Case 3; Number of genera is Z • The values are half of

the values given above. The rest of the induction has been

explained already. . . , ,■ft Tice values as bejev*.
£ U.5aurv<e ,l%e

(J>-Da

Tf3

The work done so far can be looked upon as a special case of the 

next Chapter when all the *measures! there are replaced by the 

trival measure. Also fro© the methods of proof one can see that 
the results remain unaltered if the variable x id replaced 
by PL-tA jy J__ for k. («0 - ^ " k ( *

k-t a.


