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1. MOTIVATION  AND INTRODUCTION

• High risk factor with abnormal growth of brain tumor cells

• Brain tumor detection and classification is highly recommended for

medical diagnosis and treatment

• Machine learning approach for brain tumor detection and

classification

• Modalities (MRI, CT scan, etc.)

• Types of Tumors - Benign and Malignant

3



2. GENERAL BLOCK DIAGRAM OF THE IMAGE
DETECTION AND CLASSIFICATION
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3. LITERATURE REVIEW

1) Image Modalities

 CT-Scan [5,18]

 X-RAY [5,18]

 MRI [5,18,19,20,21]

2) Pre-Processing

 Gaussian Noise

 Median Filter [1,2,23,25,34]

 Wiener Filter [1,2,34,39]
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 Salt and Pepper Noise

 Median Filter [1,2,23,24,25,34]

 Speckle Noise

 Anisotropic Filter [35,40,45,49]

 Non Local Means Filter [8,9,10,26,50]

 Rician Noise

 Wiener Filter [1,2,39]

3) Segmentation

 Region Based method, Edge Detection, Clustering, Thresholding [6,53,54]
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 Multi-Thresholding [5,29]

 Particle Swarm Optimization algorithm [7,50,46,47]

 Harmony Search Algorithm[28,37]

 Differential Evolution Algorithm [36]

 Cuckoo Search Algorithm [4,10,11,12,13,14,41,48]

4) Feature Extraction

 Discrete Wavelet Transform [16,30,38,44,42]

 Gray Level Co-occurance Matrix [3,22,30,42,43]

 Local Binary Pattern [30,32,43,50]
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5) Classification

 Support Vector Machine [3,17,27,31,32]

 Random Forest [27,52]

 K – Nearest Neighbour [27,33]



4. OBJECTIVE

• The objective of brain tumor detection is to create a software model
that is capable of accurately predicting and categorizing tumors based
on MRI images.

• With software algorithm, brain tumor prediction will be executed
very quickly with high accuracy which assist doctor to recommend
treatment for patients.
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5. BRAIN TUMOR DETECTION AND CLASSIFICATION
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All the algorithms are implemented in Software and executed on the
Core i3, 1.73GHz CPU with 512 GB hard disk. Image Processing toolbox,
Wavelet Toolbox, etc available in Software.

1) Image Dataset:
A) kaggle dataset (www.kaggle.com)

• 600 brain images, 400 tumor images, 200 without tumor images

12



B) Sahyog Imaging Centre, SSG Hospital, Baroda Medical College,
The Maharaja Sayajirao University of the Baroda, Vadodara, Gujarat,
India

• 50 patients data, 30 males and 20 females patients

• 450 brain tumor images, 250 no tumor images
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2) Pre-Processing:
Wiener Filter
x(m, n) - degraded input image, 𝑋 𝑢, 𝑣 - Discrete Fourier Transform of x(m, n),
መ𝑆(𝑢, 𝑣) - estimated value of the input image.

መ𝑆(𝑢, 𝑣) = 𝑊 𝑢, 𝑣 𝑋(𝑢, 𝑣)

The Wiener filter is defined as,

𝑊 𝑢, 𝑣 =
𝐻∗ 𝑢, 𝑣

𝐻(𝑢, 𝑣) 2 +
𝑃𝑛 (𝑢, 𝑣)
𝑃𝑠 (𝑢, 𝑣)

𝐻(𝑢, 𝑣) - Fourier transform of the point spread function (PSF)
𝑃𝑠 (𝑢, 𝑣)- Power spectrum of the signal process, generated by the application of the
Fourier transform of the signal autocorrelation
𝑃𝑛 𝑢, 𝑣 - Power spectrum of the Gaussian noise process, generated by the
application of the Fourier transform of the noise autocorrelation
The inverse Fourier Transform of መ𝑆(𝑢, 𝑣), got the output(restored image).
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Median Filter

Q i, j = median I s, t , where s, t ϵ 𝑀𝑖𝑗 }

where Q is output image, I is the input image and Mij (window/mask).

Anisotropic Filter
𝐼𝑡 = 𝑑𝑖𝑣(𝑐 𝑥, 𝑦, 𝑡 . 𝛻I)

𝑐 𝑥, 𝑦, 𝑡 = 𝑔( 𝛻I(x, y, t) )

Where, div is the divergence operator, 𝛻 is the gradient, |∇I| represents the
magnitude of gradient
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𝐼𝑖,𝑗
𝑡+1 = 𝐼𝑖.𝑗

𝑡 + 𝜆 [𝑐𝑁. 𝛻𝑁𝐼 + 𝑐𝑆𝛻𝑆𝐼 + 𝑐𝐸𝛻𝐸𝐼 + 𝑐𝑊𝛻𝑊𝐼]𝑖.𝑗
𝑡

The symbol 𝛻 indicates nearest-neighbour differences:

𝛻𝑁𝐼𝑖,𝑗 = 𝐼𝑖−1,𝑗 − 𝐼𝑖,𝑗 𝛻𝑆𝐼𝑖,𝑗 = 𝐼𝑖+1,𝑗 − 𝐼𝑖,𝑗

𝛻𝐸𝐼𝑖,𝑗 = 𝐼𝑖,𝑗+1 − 𝐼𝑖,𝑗 𝛻𝑊𝐼𝑖,𝑗 = 𝐼𝑖,𝑗−1 − 𝐼𝑖,𝑗

𝑐𝑆𝑖.𝑗
𝑡 = 𝑔(𝛻𝑁 𝐼𝑖.𝑗

𝑡 ) 𝑐𝑁𝑖.𝑗
𝑡 = 𝑔(𝛻𝑆 𝐼𝑖.𝑗

𝑡 )

𝑐𝐸𝑖.𝑗
𝑡 = 𝑔(𝛻𝐸 𝐼𝑖.𝑗

𝑡 ) 𝑐𝑊𝑖.𝑗
𝑡 = 𝑔(𝛻𝑊 𝐼𝑖.𝑗

𝑡 )

For High contrast edges over low contrast ones,      𝑔 𝛻𝐼 = 𝑒
𝛻I

𝐾

2

For wide regions over smaller ones,       𝑔 𝛻𝐼 =
1

1+
𝛻I

𝐾

2 , K=constant and 0 ≤ 𝜆 ≤
1

4
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Non Local Means Filter

In a noisy image, n = {n(i) | i ∈ I}, the projected result NL(n)(i) is quantified as
a weighted mean of entire pixel of scan,

𝑁𝐿 𝑛 𝑥𝑖 = ෍

𝑗 ∈ 𝐼

𝑞 𝑥𝑖 , 𝑥𝑗 𝑛(𝑥𝑗)

𝑞 𝑥𝑖 , 𝑥𝑗 indicates the weight assigned to 𝑛(𝑥𝑗) in attempt to recreate the
pixel 𝑥𝑖 and computed as:

𝑞 𝑥𝑖 , 𝑥𝑗 =
1

𝑍𝑖
𝑒

−
𝑛(𝐼)𝑖−𝑛(𝐼)𝑗

2

ℎ2

Ii and Ij are the intensities of regional area foci on pixels 𝑥𝑖 and 𝑥𝑗, 𝑍𝑖 is the
standardization variable, and h is the filtration parameter
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Figure-1: Implementation of different pre-processing filtering algorithms
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• Statistical parameters

Figure-2: PSNR of the Brain Images after applying different filtering 
techniques
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Figure-3: MSE of the Brain Images after applying different filtering 
techniques
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Figure-4: RMSE of the Brain Images after applying different filtering 
techniques

21



Figure-5: UQI of the Brain Images after applying different filtering 
techniques
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Figure-6: Implementation of different pre-processing filtering algorithms
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Figure-7: Implementation of different pre-processing filtering algorithms
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Figure-8: Implementation of different pre-processing filtering algorithms
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Figure-9: Implementation of different pre-processing filtering algorithms
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Figure-10: Implementation of different pre-processing filtering algorithms
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3) Segmentation
 Bi-level Thresholding

𝑇𝐻0 = 𝐽 𝑥, 𝑦 𝜖𝐼: 0 ≤ 𝐽 𝑥, 𝑦 ≤ 𝑡ℎ1 − 1
𝑇𝐻1 = 𝐽 𝑥, 𝑦 𝜖𝐼: 𝑡ℎ1 ≤ 𝐽 𝑥, 𝑦 ≤ 𝐿 − 1

Multilevel Thresholding
𝑇𝐻0 = 𝐽 𝑥, 𝑦 𝜖𝐼: 0 ≤ 𝐽 𝑥, 𝑦 ≤ 𝑡ℎ1 − 1
𝑇𝐻1 = 𝐽 𝑥, 𝑦 𝜖𝐼: 𝑡ℎ1 ≤ 𝐽 𝑥, 𝑦 ≤ 𝑡ℎ2 − 1
𝑇𝐻𝑖 = 𝐽 𝑥, 𝑦 𝜖𝐼: 𝑡ℎ𝑖 ≤ 𝐽 𝑥, 𝑦 ≤ 𝑡ℎ𝑖+1 − 1
𝑇𝐻𝑟 = 𝐽 𝑥, 𝑦 𝜖𝐼: 𝑡ℎ𝑟 ≤ 𝐽 𝑥, 𝑦 ≤ 𝐿 − 1

I - original MRI images, L - total number of distinct thresholding levels,

J(x, y) - corresponding intensity value with respect to (x, y) coordinate,

𝑡ℎ𝑖 = 1, 2, ⋯L
28



 Cuckoo search algorithm: 

Principal of the CS algorithm [53]: :

1. Each cuckoo bird lays one egg at a time and randomly places its egg
in a host bird’s nest.

2. The best nests containing high-quality eggs are carried over to the
next generations.

3. The number of available host nests is fixed. The host bird discovers
foreign eggs with a probability pα, and the range of pα is from 0 to 1.
The best nests are selected for further calculations.
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The CS process can be summarized as follows: While generating new
solution 𝑥𝑖

𝑡+1 for cuckoo i, a Lévy flight is performed:

α0 - step scaling factor, 𝑥𝑏𝑒𝑠𝑡 - current optimal solution

⊕ - Element-wise multiplication

Levy flights are drawn from a Levy distribution, which can be defined
by:

30
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Flow Chart Of The Cuckoo Search Algorithm:
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 Objective functions
1. Otsu’s
• To optimize between-class variance by choosing an appropriate

threshold value

• pi - probability of the pixel intensity value, i - 0 to 255

• L - total number of distinct intensity levels in the gray scale image

𝜎𝐵
2 = 𝜎0

2 + 𝜎1
2 + 𝜎2

2 +⋯𝜎𝑟
2

𝜎0
2 = 𝜔0(µ0 − µ𝑇)

2

𝜎1
2 = 𝜔1(µ1 − µ𝑇)

2

𝜎𝑟
2 = 𝜔𝑟(µ𝑟 − µ𝑇)

2

𝑥𝑏𝑒𝑠𝑡 = 𝐴𝑟𝑔 𝑚𝑎𝑥 )𝜎𝐵
2(𝑡
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𝜔0 = weight =
σ
𝑖=0
𝑡1−1 𝑝𝑖

σ𝑖=0
𝐿−1 𝑝𝑖

𝜔1 = weight =
σ
𝑖=𝑡1

𝑡2−1 𝑝𝑖

σ𝑖=0
𝐿−1 𝑝𝑖

𝜔𝑟 = weight =
σ𝑖=𝑡𝑟
𝐿−1 𝑝𝑖

σ𝑖=0
𝐿−1 𝑝𝑖

µ0 = mean =
σ
𝑖=0
𝑡1−1 𝑖.𝑝𝑖

σ
𝑖=0
𝑡1−1 𝑝𝑖

µ1 = mean =
σ
𝑖=𝑡1

𝑡2−1 𝑖.𝑝𝑖

σ
𝑖=𝑡1

𝑡2−1 𝑝𝑖

µ𝑟 = mean =
σ𝑖=𝑡𝑟
𝐿−1 𝑖.𝑝𝑖

σ𝑖=𝑡𝑟
𝐿−1 𝑝𝑖

µ𝑇 = mean =
σ𝑖=0
𝐿−1 𝑖.𝑝𝑖

σ𝑖=0
𝐿−1 𝑝𝑖
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2. Kapur Entropy
𝑥𝑏𝑒𝑠𝑡 = 𝐴𝑟𝑔 𝑚𝑎𝑥 )𝐻𝑇(𝑡

𝐻𝑇 = 𝐻0 + 𝐻1 + 𝐻2…+ 𝐻𝑟

𝐻0 = −σ
𝑖=0
𝑡1−1 𝑝𝑖

𝑤(0)
𝑙𝑛

𝑝𝑖

𝑤(0)
𝑤 0 = σ

𝑖=0
𝑡1−1 𝑝𝑖

𝐻1 = −σ
𝑖=𝑡1

𝑡2−1 𝑝𝑖

𝑤(1)
𝑙𝑛

𝑝𝑖

𝑤(1)
𝑤 1 = σ

𝑖=𝑡1

𝑡2−1 𝑝𝑖

𝐻2 = −σ
𝑖=𝑡2

𝑡3−1 𝑝𝑖

𝑤(1)
𝑙𝑛

𝑝𝑖

𝑤(2)
𝑤 2 = σ

𝑖=𝑡2

𝑡3−1 𝑝𝑖

𝐻𝑟 = −σ𝑖=𝑡𝑟
𝐿−1 𝑝𝑖

𝑤(𝑟)
𝑙𝑛

𝑝𝑖

𝑤(𝑟)
𝑤 𝑟 = σ𝑖=𝑡𝑚

𝐿−1 𝑝𝑖
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3. Tsallis Entropy
𝑥𝑏𝑒𝑠𝑡 = 𝐴𝑟𝑔 𝑚𝑎𝑥 )𝑆𝑇(𝑡

𝑆𝑇 = 𝑆0 + 𝑆1 + 𝑆2…+ 𝑆𝑟 + 1 − 𝑞 . (𝑆0. 𝑆1. 𝑆2… . 𝑆𝑟)

𝑆0 =
1−σ𝑖=0

𝑡1−1 𝑝𝑖
𝑤(0)

𝑞

𝑞−1
𝑤 0 = σ𝑖=0

𝑡1−1 𝑝𝑖

𝑆1 =
1−σ𝑖=𝑡1

𝑡2−1 𝑝𝑖
𝑤(1)

𝑞

𝑞−1
𝑤 1 = σ𝑖=𝑡1

𝑡2−1 𝑝𝑖

𝑆𝑟 =
1−σ𝑖=𝑡𝑟

𝐿−1 𝑝𝑖
𝑤 𝑟

𝑞

𝑞−1
𝑤 𝑟 = σ𝑖=𝑡𝑚

𝐿−1 𝑝𝑖
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4. Combined Otsu with Tsallis Entropy

𝑥𝑏𝑒𝑠𝑡= 𝐴𝑟𝑔 𝑚𝑎𝑥 𝜇 𝑡

𝜇 𝑡 = 𝑆𝑇 − 𝜎𝐵
2 1−𝑞
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Figure-11: Implementation of different segmentation techniques
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Figure-12: Implementation of different segmentation techniques
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Figure-13: Implementation of different segmentation techniques
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Figure-14: Implementation of different segmentation techniques
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Figure-15: Implementation of different segmentation techniques
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4) Feature Extraction

DWT works by applying a series of filters to the input signal or image, which
separate it into low-frequency and high-frequency components. These
components can then be further decomposed into sub-bands, creating a
tree-like structure known as a wavelet decomposition.

The coefficients can be computed using filter banks, where the LL
coefficients represent the low-frequency approximation and the remaining
coefficients represent the high-frequency details in different directions.

• x(n) - input signal or image,

• h(n) - low-pass filter coefficients

• g(n) - high-pass filter coefficients
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The DWT equations for obtaining the LL, LH, HL, and HH coefficients can be
written as follows:

𝐿𝐿 𝑛 = 𝑥 ∗ ℎ ∗ ℎ 𝑑𝑜𝑤𝑛𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑏𝑦 2
𝐿𝐻 𝑛 = 𝑥 ∗ ℎ ∗ 𝑔 𝑑𝑜𝑤𝑛𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑏𝑦 2

𝐻𝐿 𝑛 = 𝑥 ∗ 𝑔 ∗ ℎ 𝑑𝑜𝑤𝑛𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑏𝑦 2
𝐻𝐻 𝑛 = 𝑥 ∗ 𝑔 ∗ 𝑔 𝑑𝑜𝑤𝑛𝑠𝑎𝑚𝑝𝑙𝑖𝑛𝑔 𝑏𝑦 2

• downsampling by 2 - reduces the size of the coefficients by half, * - convolution
43
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•Statistical Parameters

Figure-16: Statistical parameters (1 to 6) for different brain images

Image Contrast Correlation Energy Homogeneity Mean
Standard 

Deviation

Image 1 0.2539 0.1014 0.7610 0.9329 0.0017 0.0892

Image 2 0.2258 0.1529 0.7689 0.9364 0.0017 0.0892

Image 3 0.2152 0.1143 0.7526 0.9326 0.0048 0.0896

Image 4 0.3167 0.1297 0.7949 0.9395 0.0075 0.0899

Image 5 0.243 0.0943 0.7488 0.9300 0.0050 0.0897

Image 6 0.23 0.0871 0.7513 0.9301 0.0046 0.0895

Image 7 0.2364 0.1479 0.7429 0.9287 0.0046 0.0895
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Figure-17: Statistical parameters (7 to 12) for different brain images
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46

5) Feature Classification
Support Vector Machine is used for classification. The basic idea behind
SVM is to transform the input data into a higher-dimensional space, where
it becomes easier to find a decision boundary that separates the different
classes. This decision boundary is defined by a hyperplane that maximizes
the margin between the two closest points from different classes. The
points that lie on the margin are called support vectors, hence the name
Support Vector Machines.



• 2×2 Confusion Matrix 

• 2×2 Confusion Matrix with Combined Wiener and Anisotropic Filter
using Cuckoo Search Algorithm with Otsu as an Objective function

47

Total Brain Images Predicted

With Brain Tumor Without Brain Tumor

Actual With Brain Tumor TP FN 

Without Brain Tumor FP TN 

Total Brain Images – 170

With Brain Tumor Images – 110

Without Brain  Tumor Images - 60

Predicted

With Brain Tumor Without Brain Tumor

Actual With Brain Tumor 100 10

Without Brain Tumor 07 53



• 2×2 Confusion Matrix with Combined Wiener and Anisotropic Filter using
Cuckoo Search Algorithm with Kapur Entropy as an Objective function

• 2×2 Confusion Matrix with Combined Wiener and Anisotropic Filter using
Cuckoo Search Algorithm with Tsallis Entropy as an Objective function

48

Total Brain Images – 170

With Brain Tumor Images – 110

Without Brain  Tumor Images - 60

Predicted

With Brain Tumor Without Brain Tumor

Actual With Brain Tumor 103 07

Without Brain Tumor 05 55

Total Brain Images – 170

With Brain Tumor Images – 110

Without Brain  Tumor Images - 60

Predicted

With Brain Tumor Without Brain Tumor

Actual With Brain Tumor 106 04

Without Brain Tumor 04 56



• 2×2 Confusion Matrix with Combined Wiener and Anisotropic Filter using
Cuckoo Search Algorithm with Combined Otsu and Tsallis Entropy as an
Objective function

• Performance evaluation statistical parameters

𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 𝑁𝑃𝑉 =
𝑇𝑁

𝑇𝑁+𝐹𝑁
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 𝑆𝑝 =

𝑇𝑁

𝐹𝑃+𝑇𝑁

𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑣𝑒 𝑉𝑎𝑙𝑢𝑒 𝑃𝑃𝑉 =
𝑇𝑃

𝑇𝑃+𝐹𝑃
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 𝑆𝑒 =

𝑇𝑃

𝑇𝑃+𝐹𝑁

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 𝐴𝑐𝑐 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
49

Total Brain Images – 170

With Brain Tumor Images – 110

Without Brain  Tumor Images - 60

Predicted

With Brain Tumor Without Brain Tumor

Actual With Brain Tumor 108 02

Without Brain Tumor 03 57



Figure-18: Performance evaluation statistical parameters for brain tumor 
classification using 2×2 Confusion Matrix
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• 3×3 Confusion matrix 

• 3×3 Confusion Matrix with Combined Wiener and Anisotropic Filter 
using Cuckoo Search Algorithm with Otsu as an Objective function

Total Brain Images – 340

With Brain Tumor Images – 220

Without Brain Tumor Images - 120

Predicted

With Benign 

Brain Tumor

With Malignant 

Brain Tumor

Without Brain 

Tumor

Actual
With Benign Brain Tumor A B C

With Malignant Brain Tumor D E F

Without Brain Tumor G H I
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Total Brain Images – 340

With Brain Tumor Images – 220

Without Brain Tumor Images - 120

Predicted

With Benign 

Brain Tumor

With Malignant 

Brain Tumor

Without Brain 

Tumor

Actual

With Benign Brain Tumor 120 06 04

With Malignant Brain Tumor 06 80 04

Without Brain Tumor 08 06 106



• 3×3 Confusion Matrix with Combined Wiener and Anisotropic Filter using
Cuckoo Search Algorithm with Kapur Entropy as an Objective function

• 3×3 Confusion Matrix with Combined Wiener and Anisotropic Filter using
Cuckoo Search Algorithm with Tsallis Entropy as an Objective function

Total Brain Images – 340

With Brain Tumor Images – 220

Without Brain Tumor Images - 120

Predicted

With Benign 

Brain Tumor

With Malignant 

Brain Tumor

Without Brain 

Tumor

Actual
With Benign Brain Tumor 124 03 03

With Malignant Brain Tumor 04 82 04

Without Brain Tumor 06 04 110
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Total Brain Images – 340

With Brain Tumor Images – 220

Without Brain Tumor Images - 120

Predicted

With Benign 

Brain Tumor

With Malignant 

Brain Tumor

Without Brain 

Tumor

Actual

With Benign Brain Tumor 127 01 02

With Malignant Brain Tumor 03 85 02

Without Brain Tumor 05 03 112



• 3×3 Confusion Matrix with Combined Wiener and Anisotropic Filter using
Cuckoo Search Algorithm with Combined Otsu and Tsallis Entropy as an
Objective function

• TP, FP, TN, FN

Total Brain Images – 340
With Brain Tumor Images – 220

Without Brain Tumor Images - 120

Predicted

With Benign 

Brain Tumor

With Malignant 

Brain Tumor

Without Brain 

Tumor

Actual
With Benign Brain Tumor 128 01 01

With Malignant Brain Tumor 01 88 01

Without Brain Tumor 04 02 114

Benign Tumor Maligant Tumor Without Tumor

TP A E I

FP D+G B+H C+F

TN E+F+H+I A+C+G+I A+B+D+E

FN B+C D+F G+H

A B C

D E F

G H I
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Figure-19: Different methods with TP,FP,TN and FN for Benign, Malignant 
tumor and without tumor

Combined Wiener and 

Anisotropic Filter using CSA 

with Otsu as an Objective 

function

Combined Wiener and 

Anisotropic Filter using CSA 

with Kapur Entropy as an 

Objective function

Combined Wiener and 

Anisotropic Filter using CSA 

with Tsallis Entropy as an 

Objective function

Combined Wiener and Anisotropic 

Filter using CSA with  Combined 

Otsu and Tsallis Entropy as an 

Objective function

TP(Benign) 120 124 127 128

TP(Malignant) 80 82 85 88

TP(Without Tumor) 106 110 112 114

FP(Benign) 14 10 08 05

FP(Malignant) 12 07 04 03

FP(Without Tumor) 08 07 04 02

TN(Benign) 196 200 202 205

TN(Malignant) 238 243 246 247

TN(Without Tumor) 212 213 216 218

FN(Benign) 10 06 03 02

FN(Malignant) 10 08 05 02

FN(Without Tumor) 14 10 08 06
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Figure-20: Performance evaluation statistical parameters for brain tumor 
classification using 3×3 Confusion Matrix



6) GUI Implementation

Figure-21: GUI Implementation of the tumor classification for Image-1
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Figure-22: GUI Implementation of the tumor classification for different 
images
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Figure-23: GUI Implementation of the tumor classification for different 
images
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Figure-24: GUI Implementation of the tumor classification for different 
images
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Figure-25: GUI Implementation of the tumor classification for different 
images
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Figure-26: GUI Implementation of the tumor classification for different 
images
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Figure-27: GUI Implementation of the tumor classification for different 
images
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Figure-28: GUI Implementation of the tumor classification for different 
images
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Figure-29: GUI Implementation of the tumor classification for different 
images
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7) CONCLUSION

 Dataset – Online kaggle dataset (www.kaggle.com) and Patients data
from Sahyog Imaging Centre, SSG Hospital

 Pre-Processing - Wiener filter, Anisotropic filter, Median filter, Non-Local
Means filter and Combined filters
• Parameters - Peak Signal to Noise Ratio, Mean Square Error, Root Mean

Square Error and Universal Quality Index

• Combined Wiener and Anisotropic used for next stage.

 Segmentation - Cuckoo Search algorithm using different objective
functions – Otsu’s, Kapur Entropy, Tsallis Entropy, Combined Otsu’s and
Tsallis Entropy
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For Feature extraction – Discrete Wavelet Transform
• Feature matrix is generated using twelve different parameters. Twelve

statistical parameters covered are Contrast, Correlation, Energy, Homogeneity,
Mean, Standard Deviation, Entropy, Root Mean Square, Variance, Kurtosis,
Skewness and Inverse Different Moment

 Classification – Support vector machine
• 2×2 and 3×3 confusion matrix

• Statistical parameters - Sensitivity, Specificity, Positive Predictive Value,
Negative Predictive Value and Accuracy
• 2×2 confusion matrix - With Tumor or Without Tumor

• 3×3 confusion matrix - Benign Tumor, Malignant Tumor and Without Tumor

 Cuckoo Search algorithm using Combined Otsu’s and Tsallis Entropy
gives better results compare to other algorithms.
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8) FUTURE SCOPE 

68

 Research work can be extended with following possibilities:

• More enhancement can be expressed with converting 2D data into 3D volumetric

data

• More optimization can be achieved with trial of different hybrid algorithms
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