CHAPTER IIT :

ON LINEAR INVARTANT UNBIASED ESTIMATORS

5.0 SUMMARY

In this chapter we obtain necessary and sufficient
conditions on the sampling design for the existence of a
linear invariant unbiased estimator of the total of a finite
population. The same conditions are shown to imply the
existence of a linear invariant unbiased estimator which is
admissible in the class of all linear unbiased estimators.
We also introduce the concept of connectedness in sampling
designs and prove that connected designs satisfy the above
conditions and hence admit a linear iﬁvariant, unbiased

estimator which is admissible.

5.1 INTRODUCTION

Let D = (S,P) be 2 sampling design given in (1.2.3).

The problem of unbiased estimation of the population tptal

N
Y= 2 Y, is considered here.
i=1
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A homogeneous linear estimator t(s,Y) hes the form
givgn?in (1.2.6). '
The conditions for t(s,Y) to be unbiased for Y are

Z b(s,i) p(S) "‘1‘ i= 1,2,.00},N(0 1-.(3-1-1)

2

531
The conditions for t(s,Y) to be invarieant are (1.2.11).

Let Vi = ;%;i p(s) denote the inclusion probability
for the unit i. It is easy to verify that (3.1.1) can be
fulfilled by taking b(s,1) = 1/7, and conditions (1.2.11)
can obviously be satisfies by taking b(s,i) = N/n(s), where
n(s) denotes number of units in sémple s. However it is not
clear whether both (3.1.1) and (1.2.11) can be simultaneously
satisfied by 2 suitable choice of b(s,1)+ We now obtain a
necessary condition on the design for the existenée of
b(s,i) satisfying both (3.1.1) and (1.2.11). Next we show
that this condition is also sufficient. In fact, using the
condition, we construct a linear invariant unbiaséd estimator
which is admissible among all linear unbiased estimators. The

‘condition involves certain connectedness properties of the

sampling design.
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3.2 CONNECTEDNESS AND THE C-MATRIX IN SAMPLING DESIGIS

‘ Qefinition 3.2.1 ¢+ TFor a sampling design I)=(S’,P) forow , we
say |tk§at a unit i and 2 unit j are connected if we cen find
sau{ples 813 eees Sy in S and units 11, seey in-‘! such tha.t 84
contains both i and i,, 8, contains both i, and ,12', ceey 8y
contains both i _, and j.

It is clear that the relation of "being connected" is
an' equivalence relationé. Therefore Y. splits into equivalence
clagses Thqs creorUp which will be called components of s

under the design D.

Definition 3.2.2 s The design D = (S,P) is called a connected
design for L. , if A% itself is an equivalence class or
equivalently if every pair of units of @k is connected.

Let Cil - [p(s)/n(s)] 3 and

831

Cy5 = Bg{ iy }[b(S)/n(S)]

Cfor 1,3 = 1,2, «<.,N and if j. . vee(3.2.1)

Then the N x N matrix ¢ = (013) will be called the C-matrix
of the sampling design. It is easy to see that C is symmetric.



Also

éij £ 0 forifj : vea(3.2.2)
N ) : . ,
jz'! Cij = 0 for i = 1,2,.9‘0" le; ‘..(3.2.3.)

‘These three properties are also associated with the C-matrix
of an incomplete block design. The main ditference between
the C-matrix of an incomplete block design and the C-matrix
of a sampling design is that Cij's in the first case are
rational, while in the 'latter case they may be irrationel.

However, these three properties enable us to prove the

theorem %.2.1.

Theorem 3.2.1 : A Sampling design is connected if, and only

if, the rark of its C-matrix ie N-1. The rank of the C-matrix

of a sampling design D equals N-k, where 'k is the number of

components of L. under D.

Proof : (a) Suppose the design is connected.

Let é denote the column vector all of whose N entries

are equal to 1.

Equation (3.2.3) shows that Ce = Q. Suppose now that

X = (Xqy oeey xN)' is a column vector such that Cx = Q. We-
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show that x is a multiple -of e. This would imply that rank
of C & N-1.

Let i = Maximum (X4, ..y xﬁ) and m = minimum (x,, iey ‘XE)¢
If possible suppose M. > m. Let A ={j ¢ x; = U }+ Then A .
is a proper non-empty subset of U ., Since ‘the design is
connected there is an i ¢ A and & jsWU -A, such that i and
jo belong to some sample s € S. This implies that

L <0 L4 fl“"b
%33, by (3.2.1)

Now

Jeh = x; =M = 0y x; = UCyy
and .
‘.‘lﬁ*L -A = Xy <M = Cij xj>/M cij’
with strict inequality for J = jo. Therefore
- N N -

jz‘i Ciy %3>M j};} Cy4 = O. Thus Cx # 0.

.This contradiction proves M = m.

In otherwords X is a multiple of e-and thus rank C = (N=-1).

(b) Suppose that the design is not connected. Let
WUqs ov ey Uy be the components of U under the design D=(S,P)
Then S can be written as the disjoint union of S,‘,-,...,Sk

such that Sr contains samples whose units come exclusively



from%r. Further the union of all samples in Sr mast be q*r

Let N be the size of W ,and «_. = %  p(s). If we

s ed
_ : r
write P, = {p(s)/ozr; 8 €5} then (Sr,Pr) is & connected

r

sampling design for D‘*r' Now the matrix C of the design D
is the direct sum of matrices o<101, veey oakck where Cr is
the C-matrix of & connected sampling design for p+ From

part (a) of the proof, rank C, = N,-1. Hence rank

k
cC= 2 (Nr-ﬂ = (N~k).
r=1

This completes the proof of the theorem.

3.5 A NECESSARY CONDITION FOR THE EXISTENCE OF

A LINEAR INVARTANT UNBIASED ESTIMATOR

Ve wil1 again use the quanti:ties q*r’sr’ Nr and L

of part (b) of the proof of Theorem 3.2.1. Suppose that for
. N '
estimating the population totel Y =7 Y; there is a linmear
: i=t
invariant uz;biased estimator

#(s,Y) = 2 b(s,i) Y. cee(3.3.1)
- ice g

Then the quantities b(s,i) satisfy the conditions (1.2.11)
and (3.1.1).

21



FProm: (3+1.1) we get .
2 L b(s,i) p(s) =

C . Nr r=1,2,...,k. -co(303.2)
‘sle r 8> 1
Similerly from (1.2.11) we get
z z b(B’i) p(S) = NO‘{\.I‘ r=1,2,...,ky. 000(30303)

§€ Sr ic¢ 8
However, the left sides of (3+%.2) and (3.3:})'are-the same.

Therefore N, = N, r = 1,2, ..., k. eve(3e344)

Thus we have proved the following theorem.

Theorem 3.3.1 : A neceasary condition for the existence of
N

a linear inveriant unbissed estimator for 3 Y, is that

i=1

N0< N for all r=1 2,...,k. This condition always holds

for a connected design.

3.4 THE EXISTENCE OF AN ADMISSIBLE LINEAR

INVARTART UNBIASED ESTIMATOR

We now prove that the necessary condition (3.3.4) of
theorem 3.3.1 is aelso sufficient. In fact, we show that
the resulting estimator is also admissible in the class of

all linear unbissed estimators. We will follow Godambe [3]
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and try to find an estimator which minimises the average of °

the varlances at the points Y, = (1,0,4..0)3
N:a = (Q§190!"’0); ve e} XN = (090 "_'! 0’1) within' the

ciass of all linear invariant unbiased estimator of

Let $(s,¥) have the form (3.3.1) and let V; denote the

variance of t(s,‘g) at Y;. Then

R b*(s,1)p(s). | PHCERY

To -minimise f Vl, subject to conditions (3 1. 1) and (1.2.11),
A=1 ,
we consider

B = 7: T v%(s,1) pls) - 2 Z Ny "Zi b(s,1i)p(s)
, -~

i=1 s i
“"2 -Z , Z b(s i)n ‘ 100(30402)
ses/us ic¢s ™ .

where Ni and /\/1E are ,,ﬂagrange's mul tipliers. Differentiating
£ w.r.t.b(s,1i) and equating the derivatives to zero we get
b(s,1) p(s) = Ny p(s) + fbg OF

b(s,i) =%, + a8, ‘ o eee(3.443)

i&s

where a = /us/p(s) . Write w. =, L E)\ /n(sﬂ



Then (3.4.3) and (1.2.11) give

N= 3 b(s,i) = n(s)t%s + as'_\ or
ie 8 ’

R IR~
By = nis} >\s'

Therefore (3.4.%) can be written as
b(S,i) = ( )\i - 3\8) + [N/n(s)—_\ . f'-(3'4-4)
If we substitute for b(s,i) in (3.1.1) from (3.4.4), we get

i;i [C »; = R+ wan(s)] »ls) =1 1=1,2, v e,y Ne
B
0‘00(304 05)

After some simplification (3.4.5) can be written as

N ; .
32-.-1 Cij ?\j = d.i i = 1,2, ssey N

where cij are given by (3.2.1)

and d; == 1 - N s}% . [p(s)/n(‘s)] i=1 ,_2, eoay Ne
see(3e4.46)

Thus we have to solve the system

ca= a4 . e o(30807)

94



Theorem 341 3 suppose the sampling design is such that

NX _, = N for r = 1,2, +.., k. Then the system (344.7) is

consistent anddthe resul ting estimator given by (3.4.4) is

unigque. The estimetor is linear invariant and unbiased for

Y and is admisgsible within the class of all unbiased linear

estimators.

Proof ¢ The matrix ¢ is the direct sum of the ma trices
04101, veey <xkck, where Or is the C-matrix of a connected
sampling design for the component (LLr' Therefore the system

(3.4 .7) is equivalent to

Ochr 2}«1‘ = Qr Ii';‘i,g, te vy k0 000(3.4081)

where D and gr have obvious‘meanings. Since Cr corresponds
tﬁ a connected.sampling design fér Uy theorem %.2.1 shows
thet the rank of . is (W,~1). Thereforé‘the onlj linear
restriction satisfied by the row vectors of cxrcr is that
their sum is the zero vector. Therefore (3.4.8) is consistent

whenever the sum of the entries in gr is zero. That is, we

must have

(]
i
M
e
i

N, -8 > L [e(s)/n(s)]

R i r .
1&‘14.1, 1e=ur 821
=N, - N 2 Y [p(s)/n(s)]
ee.sr ie¢es

=N, -8 = p(s) =N, -N&_.
s€ Sr ‘



But this condition holds by hypothesis. Thus (3.4.8)

is‘%onsistent.
0

Now if X. is a column vector such that C, x. = Q, then
the;entries of ¥ must be all the same because dr is a
¢~matrix of rank N£-1. Therefore if br,and b; are two ,
solutions of (3.4.8), then the entries of ), - 'L: must be
all the same. But then it is clear that the quantities
b(s,1i) given by (3.4.4) is the seme whether it is computed
from Z)r or from ?3:, . It follows that the resulting estimator
t(s,g) is the unique estimator which minimises the average of
the variances at ¥,, «.ey Ty withih the class of those linear

unbiased estimators which attein zero varisance at (1,1,...,1).

Therefore t(s,¥) is admissible.

Remark 1 3 It follows from theorem 3.4.1 that a connected
design always admits an admissible linear inverient unbiased
estimator of Y. In practice, however, the estimator of

theorem 3441 is quite difficult to obtain.

Remark 2°': Roy-Chekravarti {17 ] called a design balanced if
jgj. &p(s)/n(s}} = N’1,for 1= 1,2, seey No It is clear

s

thet this condition is equivalent %o 4; = O for all i. For



.such a design the estimator of theorem 3.4.1 reduces to

‘;- ~ _ > N + -

5 'ﬁ(S,g) = 7y }_ Yi'

3 ies

Remark 3 ¢ For a unicluster design, the only unbiased lineer
éstimator is the Horvitz-Thompson estimator. This estimetor

is linear invariant if, and only if,

p(s) = n(s)/N for all s¢S.
We now givé a simple example illustrating the use of

theorem 3.4.1.

Suppose we take samples of 2 units from a population
of 3 units. Suppose that the three samples s, = {1,2} ;
s, = 12,313 S5 = {3,1} have probabilities Py s Py Py
respectively. The entries in the C-matrix and the vector d

are easily calculated. The system C) = d can be written as
(Py+P5) Ag = Py hp = Py Ay = 30,1,
=Py Ay + (PptDy) Dy = By A5 = 3pg-T, ,
—ps Nq = Py Ap + (RgtPp) Ay = 3py~1. c+e(3:4.9)

If we eliminate A3 from the first two eguations of (3.4.9)

we get



(4B + PoPg + Pzpy) (Aq= Dy) = Dy(3p,=1)-p5(3p5-1).
ees(3.4.10)

Equation (3.4.10) suggests that we try the solution

»

N, = ey 2 A
1 b - oo (3.4.11)

where A= D4Dy + PPy + DyPye It is simple to check that
the solution given by (3.4.11) satisfies (3.4.9). Therefore

the estimator of theorem 3.4.1 is given by

R Ni o= N
oy 2 .%1 i+1 - . _ 2 i+1 i
b(Si,l) =5 o —— b(si,1+1) =5+ —a—

where i = 1,2,3 and (i+1) is interpreted as 1 when i=3.

This estimator seems to be new for this simple situation.



