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CHAITBR III !

03ff LIBBAB. IFVARIAM! UNBIASED ESTIMATOR

3.0 SUMMARY

In this chapter we obtain necessary and sufficient 

conditions on the sampling design for the existence of a 

linear invariant unbiased estimator of the total of a finite 

population. Ihe same conditions are shown to imply the 

existence of a linear invariant unbiased estimator which is 

admissible in the class of all linear unbiased estimators.

We also introduce the concept of connectedness in sampling 

designs and prove that connected designs satisfy the above 

conditions and hence admit a linear invariant, unbiased 

estimator which is admissible*

t

3*1 IRTRODUOTIQH

Let L « (S,P) be a sampling design given in (1.2.3).

The problem of unbiased estimation of the population total 
R

Y = H Y. is considered here. 
i=1 1



17

A homogeneous linear estimator t(s,j) has the form 

given ‘in (1.2.6).

She conditions for t(s,Y) to be unbiased for Y are

YL b(s,i) p(s) = 1 i = 1,2,...,!. ...(3.1.1)
s 3 i

Ihe conditions for t(s,Y) to be invariant are (1.2.11).

let - Y p(s) denote the inclusion probability 
s ^ i

for the unit i. It is easy to verify that (3.1 .1 ) can be 

fulfilled by taking b(s,i) * l/*^ and conditions (1*2.11) 

can obviously be satisfies by taking b(s,i) = sr/n(s), where 

n(s) denotes number of units in sample s. However it is not 

clear whether both (3*1.1) and (1.2.11) can be simultaneously 

satisfied by a suitable choice of b(s,i)» We now obtain a 

necessary condition on the design for the existence of 

b(sfi) satisfying both (3*1.1) and (1,2.11). Next we show 

that this condition is also sufficient. In fact, using the 

condition, we construct a linear invariant unbiased estimator 

which is admissible among all linear unbiased estimators, The 

condition involves certain connectedness properties of the . 

sampling design.



3.2 COMCTEDHESS AND THE G-MATRIX IK SAMELING DISIG-KE

Definition 3»2»1 s For a sampling design D=(S,P) for<U , we 

say .that a unit i and a unit j are connected if we can find 

samples in S and units i^, ..., in-1 such that s^

contains both i and i^, s2 contains both i^ and ig, ..., sn 

contains both i . and j.

It is. clear that the relation of "being connected*' is 

an'equivalence relation^. therefore 9lA- splits into equivalence 

classes , • •*»<&.£ which will be called components of 

under the design D.

Definition 3.2.2 : The design D = (S,P) is called a connected 

design for 'Ll , if °0~ itself is an equivalence class or 

equivalently if every pair of units of °0~ is connected.

' Let C.. = - £ [p(s)/n(s)3 5 and
s 3 i u

Cti - IT fp(s)/n(s)l
13 saU,3lL J

for i,3 » 1,2, and i/ ...(3.2.1)

Then the H x N matrix C = (C^) will be called the C-matrix 

of the sampling design.. It is easy to see that C is symmetric,
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Also
4 0 for i £ % ...(3*2.2)

N ■ '

Z C. j =* 0 for i * 1,2,..., N. ...(3*2.3)
3=1 13

these three properties are also associated with the C-matrix 

of an incomplete block design, the main difference between 

the 0-matrix of an incomplete block design and the C-matrix 

of a sampling design is that Cii,s in the first case are 

rational, while in the latter case they may be irrational. 

However, these three properties enable us to prove the 

theorem 3*2.1.

theorem 3*2.1 ; A Sampling design is connected if, and only 

if, the rank of its 0-matrix is N-1. the rank of the C-matrix 

of a sampling design D equals I-k, where k is the number of 

components of <U. under Di

Proof : (a) Suppose the design is connected.

Let e denote the column vector all of whose H entries 

are equal to 1.

Equation (3*2.3) shows that Ce = g. Suppose now that 

x = (x-, x,T)' is a column vector such that Ox = 0. We-
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show,that x is a multiple of e. This would imply that rahk 

of C *= 1-1.

Let M - Maximum (x^, ...» x^ and m = minimum (x^, , x^).

If possible suppose M. > m. Let A = { j *. x* * M . Then A . 
is a proper non-empty subset of ’ll . Since the design is 

connected there is an i e A and a 3 -A, such that i and

30 belong to some sample s€S. This implies that

°ijo<0 by (3.2,1%

Now

and

3 '€ A x.3 0. . X. * IC. . ^13 3 13

j fe'tt -A 4 X. ii =4 C.y x^M
with strict inequality for 3 = Therefore 
N N ■
.1 Ci3 Xi>M Z. Cin 83 °* Ttaus G% J* s*j=1 3=1 '13

This contradiction proves M » m.
In otherwords x is a multiple of e and thus rahk C = (N-1)

(b) Suppose that the design is not connected. Let 

<U.j, ..•t'Ujj, be the components of ^ under the design 3>=(S,P) 

Il»n S can be written as the disjoint union of S1,,..,Sk 
such that Sr contains samples whose units come exclusively
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from'bL . Further the union of all samples in must ber r r
Let TSj be the size of <U. r and ^r ** p(s). If we

write Pr » -(p(s)/o<fr$ s tSr^ then (Sr,Pr) is a connected

sampling design for Now the. matrix C of the design 33

is the direct sum of matrices o^C^, ..., c^C^. where Cr is

the C-matrix of a connected sampling design for r» Prom
part (a) of the proof, rank Cr * IT -1. Hence rank 

k
0 * T (BL-O = (N-k).

r=1 r

This completes the proof of the theorem.

3*3 A NECESSARY CONDITION FOR THE EXISTENCE OP 

A LI BEAR INVARIANT PHBIASE33 ESTIMATOR

We will again use the quantities cLLr*Sr*IF and ^
of part (b) of the proof of Theorem 3»2.1. Suppose that for

N
estimating the population total Y =51 Y., there is a linear

i=1 x
invariant unbiased estimator

t(s,Y) = Z b(s,i) Y.. ...(3.3.1)
" Us 1

Then the quantities b(s,i) satisfy the conditions (1.2.11) 

and (3«1.1).
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From, (3»1 *1) we get ■ - ,

X X b(s,i) p(s) = H r=1,2,.*.,k. .,.(3.3.2)
■ it^r s ^ i

Similarly from (1,2*11) we get

X. X "h(s,i) p(s) = E »<. r=1,2, ***(3*3*3)
e e Sr i t 8

However, the left sides of (3*3*2) and (3*3-3.) are the same*

Therefore Ho<r = U r « 1,2, k, ***(3*3*4)

Thus we have proved the following theorem.

Theorem 3*3*1 : A necessary condition for the existence of
I

a linear invariant unbiased estimator for 2_ Y. is that 
: : “ i=1 1

E<*r = Ir for all r = 1,2,This condition always holds

for a connected design*

3.4' 'THE EXISTBffiE OF AH ADMISSIBLE LINEAR 

IWAEEAMT UNBIASED ESTIMATOR

We now prove that the necessary condition (3*3*4) of 

theorem 3*3*1 is also sufficient. In fact, we show that 

the resulting estimator is also admissible in the class of 

all linear unbiased estimators. We will follow Godambe [3]
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and tip- to find an estimator which minimises the average of '

the variances at the points Y.^ = (1,0,...O);

Y.p = (0*1,0,.. .0}} ...} * (0,0 0,1) within the

class of all linear invariant unbiased estimator of 
I '

Y = E Y, . i=1 i

Let t(s,£) have the form (3<3.1) and let denote the 

variance of t(s,Y) at Y.,. Then
^ <*JX

1 + Yj ** 52 b2(s,i)p(s). . ..(3.4.1)1 S3i 

N .
To-minimise 52 vi» subject to conditions (3,1 .1) and (1.2.11), 

,i=1 1
we consider

I 0 N . .

0 = T E. b2(s, i) p(s) - 2 E E- b(s,i)p(s) 
i=1 s 3 i i=1 s 3 i

-2 51 /V E b(s,i). ...(3.4.2)s e S / i e e

where and yuB are4Lagrange*s multipliers. Differentiating 

0 w.r.t. b(s,i) and equating the derivatives to zero we get

b(s,i) p(s) = p(s) + ^us or

b(s,i) sz'hji + a ...(3.4.3)JL a

* yug/p(s) . Write >g ~ , E LXi/n(sJ.
Us

where a(
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Then .(3.4.3) and (1.2,11) give

N * Z b(8,i) = n(s)Ug+as] or
is. s

I Vs n(s)

Therefore (3«4*3) can be written as

b(s,i) = ( \ - \) + fjff/n(s)3 • ...(3.4.4)

If we substitute for b(s,i) in (3.1.1) from (3.4*4), we get 

Y [(X.- \) + l/n(s)] p(s) » 1 i=1,2,...,N.
8,1 1 .,.(3.4.5)

After some simplification (3.4.5) can be written as

UT C_j* 7\1 * d. 3*1 13 3
i = 1,2, ,, M

where are given by (3*2.1)

and d- *= 1 - F Y [p(s)/n(s)l 
1 , s * i ■

i*5! ,2, »• •, N»

...(3.4*6)

Thus we have to solve the system

C = d . .•.(3*4*7)
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theorem 5*4*1 : Suppose tbe sampling design is such that 

for r = 1,2, ...» k. Then the system (5*4*7) is 

consistent and, the resulting estimator given by (3.4,4) is 

unique. The estimator is linear invariant and unbiased for 

Y and is admissible within the class of all unbiased .linear 

estimators.

Proof s The matrix C is the direct sum of the matrices 

oC^G^, ..., <*kCk, where 0r is the C-matrix of a connected 

sampling design for the component ^U.p* Therefore the system 

(5*4*7) is equivalent to

where ^ and d^ have obvious meanings. Since C„ corresponds 

to a connected sampling design for <U,r» theorem 5*2.1 shows 

that the rank of Cr is (K^-l). Therefore the only linear 

restriction satisfied by the row vectors of °<rQr is that

whenever the sum of the entries in d_ is zero. That is, wer-'P w

must have

(5.4*8)

their sum is the zero vector. Therefore (3*4.8) is consistent
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But this condition holds by hypothesis. Thus (5.4.8) 
is consistent.

, 0

Now if x„ is a column vector such that C x_ = Q, then
the entries of x„ must he all the same because CL is a , ~*r r
C-matrix of rank Fr-1. Therefore if Xr and >r are two 
solutions of (3»4.8), then the entries of - Xr must he 
all the same. But then it is clear that the quantities 
b(s,i) given hy (3.4.4) is the same whether it is computed

‘ftfrom >ir or from >> . It follows that the resulting estimator
t(s,p is the unique estimator which minimises the average of 
the variances at Y-, .... Y.t within the class of those linear 
unbiased estimators which attain zero variance at (1,1,...,1). 
Therefore t(s,3f) is admissible.

Remark 1 s It follows from theorem 3»4«1 that a connected 
design always admits an admissible linear invariant unbiased 
estimator of Y. In practice, however, the estimator of 
theorem 3-4*1 is quite difficult to obtain. ■

Remark 2's Roy-0hakravarti £17 ] called a design balanced if
X Fp(s)/n(s)1 w f”"* for i = 1,2, ..., Fi.lt is clear 
s ^ i J
that this condition is equivalent to d^ * 0 for all i. for
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such a design the estimator of theorem 3«4.1 reduces to

i £ V
<* 1 v B r

Eemark' 3 : For a unicluster design, the only unbiased linear

estimator is the Horvitz-Thompson estimator. This estimator 

is linear invariant if, and only if,

p(s) » n(s)/l for all s( S.

We now give a simple example illustrating the use of 

theorem 3 *4 .1 •

Suppose we take samples of 2 units from a population 

of 3 units. Suppose that the three samples s^ « {1,2} ; 

s2 = {2,3} ; » {3,1} have probabilities p.j,P2,P5

respectively. The entries in the C-matrix and the vector d 

are easily calculated. The system d can be written as

(P-j+Pj) ^ ” p3 *3 = 5V1’

■"P-j ?s+ (P2+Pi ^ ”^2 "* p2 ^3 = /

”P^ ’hi-j ** P2 7^2 ^P3"^*P2^ ^3 = “*1 * * •»C3 *4 *9)

If we eliminate from the first 

we get

two equations of (3*4.9)
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(P-jP2 + PgP^ + P^i ) ( Xi”"^2^ ” )"P3^5p^”1 ) •

...(3*4.10)
Equation (3.4*10) suggests that we try the solution 

P2(3p2-1 ) , * . p3(?p3~1) , >3 - pi(3p1~1)
N “ A A A.*.(3.4*11)

where A = p-jPg + P2P5 + PjP-j * It is simple to cheek that 
the solution given by (3.4*11) satisfies (3*4.9). Therefore 
the estimator of theorem 3*4.1 is given by

Ms^ii) =| +
"^i+1

b(si,i+1) _ 3 _ 2 +
^1+1“ \

where i = 1,2,3 and. (i+1) is interpreted as 1 when i=3*

This estimator seems to be new for this simple situation.


