
Synopsis of the Thesis entitled

CONTROLLABILITY ANALYSIS OF IMPULSIVE DYNAMICAL
SYSTEMS USING FUNCTIONAL ANALYTIC APPROACH

Submitted to the

The Maharaja Sayajirao University of Baroda

In partial fulfilment of the requirements
for the award of Degree of

Doctor of Philosophy

in
Applied Mathematics

by

Vishant Shah

Research Guide

Dr. Jaita Sharma

Department of Applied Mathematics

Faculty of Technology & Engineering

The Maharaja Sayajirao University of Baroda.

1



1 Literature Survey

Numerous issues in the physical, chemical, and biological sciences that involve changes at the
moment of time liken insertion or removal of biomass, populations of species that undergo
abrupt changes, abrupt harvesting, seepage flow in porous media, anomalous diffusion, wave
patterns, and transport are modelled using impulsive differential equations [1–15]. As a result,
impulsive differential equations emerged as a key area of applied mathematics. Researchers
have developed an interest in researching the qualitative characteristics, such as existence,
uniqueness, and continuity of the classical as well as mild solutions, as a result of the nu-
merous applications of impulsive differential equations. Numerous academics have looked at
the asymptotic behaviour, existence, and uniqueness of impulsive differential equations of in-
teger order using a variety of methodologies. These studies may be found in the journals
that quote [22–27].The articles include the qualitative characteristics for the fractional order
differential equations [28–33] and reference their in.

On the other hand, one of the important characteristics of the system that directs a given
beginning state to a desired final state at a final time is controllability. controllability is to
show the existence of a control function, which steers the solution of the system from its initial
state to final state, where initial state and final state may vary over the entire space [34, 35].
Controllability of integer order impulsive systems are found in the articles [36–43]

2 Controllablity of Dynamical Systems

This section discussed the controllability of linear and nonlinear dinemical systems using func-
tional analytic approach.

2.1 Linear System

Consider dynamical system with linear control,

x′(t) = A(t)x(t) +B(t)u(t)

x(0) = x0

(2.1)

Here, for all t the state x0, x(t) ∈ Rn, u ∈ L2([t0, t1],Rm), and A(t), B(t) are matrices of
dimensions n × n, n × m respectively. Let Φ(t, t0) be an transition matrix generated by the
homogeneous system x(t) = A(t)x(t), then the solution of (2.1) is given by:

x(t) = Φ(t, t0)x0 +

∫ t

0

Φ(t, s)B(s)u(s)ds (2.2)
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Definition 2.1. The system (2.1) is controllable over the interval [0, t1] if for each pair of
vectors x0 and x1 in Rn, there is a control u ∈ L2([t0, t1],Rm) such that the solution of (2.2)
with x(0) = x0 satisfies x(t1) = x1.

Theorem 2.1. The following statements are equivalent

1 The system (2.1) is controllable over the interval [0, t1].

2 The operator C : L2([t0, t1],Rm)× Rn defined by Cu =
∫ t1
0

Φ(t1, s)B(s)u(s)dsis onto.

3 The operator C∗ : Rn × L2([t0, t1],Rm) (adjoint of C) is one one.

4 The controllability grammian W : Rn × Rn defined by W = (CC∗) is non singular.

5 The control function u(t) = C∗W−1(x1 − Φ(t1, 0)x0) steers the system from initial state
x0 to desire final state x1 at t = t1.

2.2 Nonlinear System

Consider a nonlinear system with linear control,

x′(t) = A(t)x(t) +B(t)u(t) + f(t, x(t))

x(0) = x0

(2.3)

Here, for all t the state x0, x(t) ∈ Rn, u ∈ L2([t0, t1],Rm), f : [0, t1] × Rn × Rn is nonlinear
function, and A(t), B(t) are matrices of dimensions n×n, n×m respectively. Let Φ(t, t0) be an
transition matrix generated by the homogeneous system x(t) = A(t)x(t), then the mild solution
of (2.3) is given by:

x(t) = Φ(t, t0)x0 +

∫ t

0

Φ(t, s)B(s)u(s)ds+

∫ t

0

Φ(t, s)f(s, x(s))ds (2.4)

Definition 2.2. The system (2.3) is controllable over the interval [0, t1] if for each pair of
vectors x0 and x1 in Rn, there is a control u ∈ L2([t0, t1],Rm) such that

x1 = Φ(t1, t0)x0 +

∫ t1

0

Φ(t1, s)B(s)u(s)ds+

∫ t1

0

Φ(t1, s)f(s, x(s))ds. (2.5)

In view of the equation (2.5) the problem of controllability of the nonlinear system (2.3)
reduces to the solvability of the equation (2.5).
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3 Research Work

Existence, uniqueness, controllability, and trajectory controllability of various impulsive sys-
tems of integer order as well as fractional order studied in this research work. The thesis consist
of eight chapters.

3.1 Chapter:1

This chapter discusses the introduction, and mathematical preliminaries required for the re-
search work.

3.2 Chapter:2

This chapter discusses the existence and uniqueness of classical and mild solution of generalized
impulsive evolution equation

x′(t) = Ax(t) + fi(t, x(t), Tix(t), Six(t)), t ∈ [ti−1, ti), t ̸= ti

x(0) = x0

∆x(ti) = Iix(ti), t = ti, for i = 1, 2, 3, . . . , N.

(3.1)

over the finite interval [0, T0] in the Banach space X. Here, A : X → X is the linear part of the
evolution equation, for all i, fi : [0, T0]×X×X×X → X are nonlinear functions operated over
the interval [ti−1, ti), operators Ti, Si : X× X are operators operated over the interval [ti−1, ti),
and Ii : X → X are the jumps at the time moments t = ti. The result are obtained through
operator semigroup, and Banach fixed point theorem.

3.3 Chapter:3

This chapter discusses the controllability of the system

x′(t) = A(t)x(t) + fk(t, x(t)) +Bk(t)u(t) t ∈ [tk−1, tk), k = 1, 2, · · · , p
x(0) = x0

∆x(tk) = Ekx(tk) + Fku(tk) t = tk

(3.2)

over the interval [t0, T ]. Here,for each t ∈ [0, T0] x(t) is state of the system, u(t) is controller of
the system, for each k = 1, 2, · · · , p+1 nonlinear function fk(·, ·) : defined on the state space of
the system and satisfies ”Caratheodory condition”, that is fk(·, x) is measurable with respect
to t for all x ∈ X and fk(t, ·) is continuous with respect of x for almost all t ∈ [0, T0]. The
results are obtained by transforming the controllability problem in to solvablility problem.
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3.4 Chapter:4

This chapter discusses the trajectory controllability of

x′(t) = Ax(t) + f(t, x(t)) + w(t) t ∈ [sk, tk + 1), for all k = 0, 1, 2 · · · , p
x(t) = gk(t, x(t)) + wk(t) t ∈ [tk, sk)

(3.3)

over the interval [0, T ] with classical conditions and non-local conditions in the Banach space
X. These results are obtained through the concept of nonlinear functional analysis.

3.5 Chapter:5

This chapter discusses the trajectory controllability of the system governed by a second-order
evolution system

x′′ = Ax+ f(t, x, x′) + w(t)

x(0) = x10, x′(0) = x20

(3.4)

over the finite interval [0, T0]. Here, the state of the system belongs to the Banach space X,
A is the linear operator defined on the Banach space, f : [0, T0] × X × X → X is a nonlinear
function, and W (t) is the trajectory controller of the system.

3.6 Chapter:6

This chapter discusses the existence of mild solutions for the non-instantaneous generalized
Caputo fractional differential equation

cDλx(t) = Ax(t) + fk

(
t, x(t),

∫ t

0

ak(s, t, x(t))ds

)
, t ∈ [sk, tk+1), k = 1, 2, · · · , p

x(t) = gk(k, x(t)), t ∈ [tk, sk)

with local condition x(0) = s0 and non-local condition x(0) = x0+h(x) over the interval [0, T0]
in a Banach space X. Here A : X → X is linear operator, Pkx =

∫ t

0
ak(s, t, x(t))dt are nonlinear

Volterra integral operator on U, fk : [0, T0] × X × X → X are nonlinear functions applied in
the intervals [sk, tk+1) and gk : [0, T0]× X are set of nonlinear functions applied in the interval
[tk, sk) for all k = 1, 2, · · · , p.
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3.7 Chapter:7

This chapter discusses the existence and uniqueness of classical and mild solutions for an in-
stantaneous impulsive evolution equation

cDαx(t) = Ax(t) + f(t, x(t)) t ̸= tk, k = 1, 2, · · · , p
∆x(tk) = Ik(x(tk)), t = tk, k = 1, 2, · · · , p
x(t0) = x0

(3.5)

over the interval [0, T0] on a Banach space X. Here, cDα denotes Caputo fractional differential
operator of order 0 < α ≤ 1, A : X → X is linear operator and f : [0, T0]× X → X is nonlinear
function. Ik : X → X are impulse operator at time t = tk, fro k = 1, 2, · · · , p. We also derived
conditions in which the classical solution and mild solution of (3.5) coincide.

3.8 Chapter:8

This chapter discusses the trajectory controllability of infinite dimensional Hilfer fractional
control systems of the form:

Dλ,µ
0+ x(t) + Ax(t) = g(t, x(t),

∫ t

0

a(t, s, x(s))ds) + w(t),

I(1−λ)(1−µ)
0+ x(0) = x0,

over the interval [0, T0] and non-local conditions I(1−λ)(1−µ)
0+ [x(0) − h(x)] = x0 in the Banach

space X.

4 List of articles communicated and published in Jour-

nals

1 Existence and Uniqueness of Classical and Mild Solutions of Generalized Impulsive Evo-
lution Equations, International Journal of Nonlinear Sciences and Numerical Soutions,
19(2018), 775-780.

2 Existence Results for the Fractional Order Generalized Cauchy Problem with Non-instataneous
Impulses, Palestine Journal of Mathematics, Accepted for Publication.

3 Trajectory Controllability of the Systems Governed by Hilfer Fractional Systems, YMER,
VOLUME 20 : ISSUE 11 (Nov) - 2021.
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4 Trajectory Controllability of Dynamical Systems with Non-instantaneous Impulses, YMER,
VOLUME 20 : ISSUE 11 (Nov) - 2021.

5 Existence and Uniqueness of Classical and Mild Solutions of Fractional Cauchy Problem
with Impulses, Communicated

6 Controllability of Semilinear Generalized Impulsive Evolution System, To be communi-
cated.

7 Trajectory controllability of second order impulsive systems, To be communicated.

5 Paper presented in Conferences

1 Existence and Uniqueness of Classical and Mild Solutions of Generalized Impulsive Evo-
lution Equation in International Conference Discrete and Computational Mathematics
(ICDCM-2017) orgenized by The Gandhigram Rural Institute-Deemed to be University,
from 16-18 Feb, 2017.

2 Existence and Uniqueness of Classical and Mild Solutions of Impulsive Fractional Evolu-
tion Equation in 86th Annual Conference of Indian Mathematical Society (An interna-
tional conference) organized by Vellore Institute of Technology, from 17-20 Dec, 2020.
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